
Abstract—Detection of vacant parking space is becoming a 

challenging task gradually. Space utilization and management of 

vehicle space is now a demandable field of research. Searching 

for an empty parking space in congested traffic is a time-

consuming process. The existing vacant parking space detection 

methods are not robust or generalized for images captured from 

different camera viewpoints. Finding a proper parking space in a 

busy city is really a challenging issue and people are facing this 

problem on a daily basis. The main purpose of this research is to 

comprehensively discuss the previous researches of vacant 

parking space detection and compare them from different 

aspects. Methods used in previous researches are descriptively 

discussed along with their advantages and disadvantages. The 

frameworks of previous researches were compared on six 

generalized phases and the experimental results are compared in 

terms of dataset, accuracy, processing time and other 

performance measures.  This research also focuses on the 

challenges of vision-based vacant parking space detection which 

will contribute to future researches and researchers can work to 

overcome these challenges. 

Index Terms— Object Detection, Neural Networks, Parking 

space management, Segmentation 

I. INTRODUCTION

Worldwide, the number of people increasing day by day 

and the living style of people all over the world is also getting 

better. One of the big factors of the lifestyle of modern age 

people is transportation and that’s the reason the number of 

people owning a motor vehicle is also increasing. As a result, 
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the number of vehicles is increasing. Along with this 

increasing number of vehicles, requirements of parking are 

becoming a problematic issue globally. So, searching for a 

parking area that is suitable for the motorist or the owner in a 

populated metropolitan city is becoming extremely difficult. 

Severe congestion of traffic can happen for not being able to 

find proper parking space in the desired area. But if the driver 

or user is able to get information about this unavailability or 

availability of parking spaces, he or she will be able to look 

for parking space somewhere else and would not need to enter 

parking area that does not have an available parking space. 

Parking systems are manually handled by a human 

individual. For this reason, it is time-consuming and also 

inaccurate. People also feel frustrated to find parking space. 

But many of the parking areas may have parking space that 

nearby drivers are unaware of. So, the automatic parking 

system is an emerging and attracted field for researchers on 

computer vision to contribute to this technology [1]. The 

systems that are previously developed are mainly on the basis 

of image segmentation or machine learning mainly Support 

Vector Machines (SVM), Neural Networks (NN) over spot 

patches. But it is possible to use these algorithms for the 

proper detection of automatic parking management systems 

because of the evolution in the last years of object detection 

algorithms [2].  

Providing enough parking for visitors is one of the main 

issues in many real-life scenarios. Safe and secure parking lots 

with a enough spaces can increase visitor’s loyalty and attract 

visitors to visit in many places more frequently. This research 

aims to set milestones that need to be achieved to develop a 

model for real-time vacant parking space detection for 

efficient and smart parking. 

The main purpose of this research is to find existing 

methods and frameworks and evaluate them so that in future 

researches a more robust model can be developed for general 

purpose use, which can help the motorist in efficiently finding 

vacant parking space. In addition, a reservation feature can be 

provided to reserve the space if the vehicle is in a certain 

range of the parking area. The model should be able to find a 

total number of parking spots in a parking area and how many 

of them are occupied and how many of them are unoccupied 

and this information needs to visually represent for the 

targeted users in real-time. 
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II. CORE BACKGROUND STUDY

D. Di Mauro et al. [3] mainly compared the previous works

on parking slot detection for both stall-based and stall-free 

scenarios. Classification methods can be applied when the 

geometry of the scene is known and image segmentation can 

be used when the configuration is unknown. A method named 

temporal smoothing which can improve the outcome of object 

detection and image segmentation is mentioned. But there is 

no specific method is proposed for parking spot detection. F. 

Dornaika et al. [4] proposed a machine learning technique 

named handcrafted approach parking spot detection. Pyramid 

multi-level descriptor (PMLD) is used to extract features from 

different image region and various image-based handcrafted 

and deep learning features are also reviewed. S. Nurullayev et 

al.  [5] proposed a Dilated Convolutional Neural Network 

based approach to detect available parking space. H. Bura et 

al. [6] used distributed cameras, edge computing, data 

analytics, and advanced deep learning algorithms to detect 

parking spot. Real-time deep learning inference for detection 

in edge devices are used. This approach can detect the entering 

of a car, the location and can also charge parking fee 

associated with the license plate.  

R. Nieto et al. [7] used a multicamera based system to

detect vehicles and then mapped it to parking spots. Here, 

some important features like occlusion, illumination changes, 

and different climatic conditions are considered. The best part 

of this research is that a real scenario is used to validate the 

research. H. Vu et al. [8] used Deep Convolutional and 

contrastive network to detect parking spot which is mainly 

custom trained. To extract contrastive and robust features, a 

Siamese architecture is used and also convolutional Spatial 

Transformer Network (STN) is used. The multi-task loss 

function is also exercised for training the network. M. Lee et 

al. [9] proposed a stereoscopic computer vision with depth 

perception approach for counting vehicles using a modified 

disparity histogram. The adjusted distribution map is applied 

for detecting vehicles. J. Martinez Garcia et al. [10] 

approached for a modified convolutional neural network 

(CNN) for classifying images. A MIMO-FMCW radar is 

utilized to extract slant-range image of parking scenarios.  

N. Bibi et al. [1] used Deep Learning ( mAlexNet, mLetNet

uses Convolutional Neural Networks) to classify the parking 

space. The advantage of this method is, the classification 

phase needs low computational resources, Scalable, and lower 

cost and versatility but it requires an additional camera and 

Raspberry usage rather than using security camera in the 

parking lot. For segmentation mask was built once manually 

for two cameras (so manual masking will be required for a 

different view). G. Sarage et al. [11] utilized a geometric 

features-based approach which consists of one guideline and 

several parallel separating lines with a fixed distance. There 

are two kinds of guidelines: a continuous straight line and T-

shaped or L-shaped marking points. The false line is Removed 

and then guideline is detected using a learning-based method. 

This method outperforms the single bird’s eye view method 

that by many researchers but this method cannot meet the real-

time requirement. C. Jang et al. [12] proposed a convolutional 

network for semantic segmentation for detecting free parking 

spots. A vertical grid encoding method is used for the same 

purpose. 

III. REVIEW BASED ON METHODS

Neural Network and Deep learning are able to solve 

problems that other methods are struggling to provide 

solutions in Image detection and recognition. Neural Networks 

are designed in such a way that they were able to recognize 

patterns from the correlation and learn the similarities and 

dissimilarities of data which is trained on. There are many 

variants of Neural Network, one of the variants is 

Convolutional Neural Networks (CNN), which is heavily used 

in the field of Computer Vision. In vision-based vacant 

parking space detection, methods that use Neural Network and 

Deep Learning is a technique where researchers develop a 

classification model by providing a large number of input data 

to the Neural Network and training on them [13][14]. This 

type of approach is known as a learning-based approach where 

the model learns about the different features of the input 

image throughout the training phases. These features are 

detected automatically by analyzing input data, CNN tries to 

take advantage of the spatially local correlation in images, by 

stacking the feature maps and only connecting each neuron to 

a small region of the input volume on every epoch. Epoch is a 

parameter that defines the number of times the learning 

algorithm will use the training dataset for training [15][16]. 

Many datasets are required to train the models, but training 

is costly in respect to hardware and time. There are some 

robust datasets for vacant parking space detection like PK-Lot 

introduced by P.R.L. de Almeida et al. [17], CNRPark that are 

being used by a number of researchers to develop parking spot 

detection model [5], [18]. Training a Neural Network for 

detecting parking space would require a computer with a 

higher specification and will also require more time than other 

methods. Other method includes approaches like geometric 

feature-based analysis to detect if a parking spot is free or 

occupied [19]. Using Image processing techniques geometrical 

information’s are extracted from the images and based on 

them one can train a  simple machine learning algorithms like 

SVM (Support Vector Machine), Linear Regression, KNN (k-

nearest neighbors), random forest, etc. [16] [20].  

One of the challenges of parking space vacancy detection is 

using only the images to locate all the parking spaces in the 

parking lot.  Some researchers used a fixed mask to segment 

all the parking spaces then use detection model to check if 

space is occupied or not. The terminology is that in a parking 

area only a vehicle will move into a spot or leave a spot but 

the spot is never changed. So, using a fixed mask gives an 

advantage of fast segmentation of all parking spaces but the 

problem is changing camera position or angle will require to 

change the mask [13] [18].  

Background subtraction method uses a mixture of 

Gaussians to detect and track vehicles and the creation of a 

transience map to detect the parking and leaving of vehicles is 

proposed by C. del Postigo et al. [21]. Edge Based methods 

are also used to detect parking spaces, the methods use edge 
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information’s to distinguishes between occupied and free 

space which is decided by the classification algorithm [6]. C. 

Huang [22] and I. Masmoudi [23] used 3D parking lot 

structuring. “The method consists of an Image layer, a Patch 

layer, a Space layer, and a Lot layer. In the Image layer, image 

patches were selected based on the 3D parking lot structure” 

and this method can overcome the inter-object occlusion. 

Around view monitoring system is also used to semantically 

segment and detect parking spaces in small or indoor parking 

areas [24]. 

Here, Error! Reference source not found. illustrates the 

methods used in previous researches. Issues with these 

methods are that they do not provide a complete package that 

is good in terms of automatic segmentation, minimal features 

extraction for training, lightweight classifiers that require low 

computation and detection of a parking spot for efficient 

parking, also a good representation is required for end-users. 

TABLE I 

EXISTING METHODS WITH ADVANTAGES AND DISADVANTAGES 

Methods Advantages Disadvantages 

Neural Network 

[22], [25], [26] 

Faster recognition and 

gives overall accuracy 

good. 

Computationally 

expensive while 

training and requires 
powerful machine and 

time. 

Convolutional 

neural network 

[4], [5], [15], 
[27] 

CNN tries to take 

advantage of the spatially 

local correlation in images 
and also robust and stable. 

Overfitting is a 

problem of CNNs and 

change in camera and 
illumination most 

CNNs cannot perform 

well. 

Geometric 

Feature-Based 
[19], [28] 

This process can recognize 

the parking slot markings 
under diverse complex 

lighting and ground 
conditions 

Complexity needs to 

be reduced to meet the 
real-time requirement. 

Edge Based 
[6][29] 

Mostly does analysis on 
the edges to extract 

Accuracy needs to be 
increased to compete 

information. with other methods. 

Line Based 

[21][30][28] 

Provides well enough 

results for automatic region 
extraction where others 

may rely on Fixed Mask. 

Some parking space 

may not get detected 
because of light and 

shadows and also 

heavily rely on the line 
drawn in the parking 

area.  → 103 A/m 

3D Structural 

[8][23][22] 

Inter-object occlusion and 

achieve better status 

inference in many 
environmental variations 

and different weather 

conditions. 

A 3D coordinate 

system is used to 

structure the parking 
lot and manually 

measured location, 

size, and the shape of 
each parking space for 

3D structuring. So, the 

problem is if the 
camera is displaced 

even if a little bit it 

creates a huge 
difference. 

Background 
Subtraction 

[21][28] 

It is a low computational 
cost solution that can be 

applied in any kind of 
parking area covered by a 

single camera. 

Background images 
should be learned for 

various lighting 
conditions which 

perform well in 

outdoor condition. 

IV. REVIEW BASED ON FRAMEWORKS

This section is divided into six subsections in Figure 1 and 

comprehensively discussed every section by comparing 

frameworks of researches done previously. 

Figure 1: Generalized Framework for Comparing different steps of existing 

frameworks. 

A. Image Acquisition

There are some popular datasets that were made dedicatedly

for parking vacancy detection two of the most popular ones 

are PKLot Dataset [17] and CNRPark Dataset[18][13]. PKLot 

consists of 695,900 images and XML file consisting pixel 

information of occupied or vacant and CNRPark is composed 

of 12,584 labeled images for training. These images are 

collected in different weather conditions such as sunny, rainy 

and cloudy. These datasets are rich in terms of research based 

on the scenario presented in this paper. The dataset contains 

images of different weather conditions from various locations 

of parking places. The parking spaces in the images were 

annotated over 100 places. Tongji Parking-slot Dataset 2.0 is 

Fig. 1.  Existing methods from previous research. 
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also a good dataset with 5100 images where parking regions 

enclosing (potential) marking-points are marked [27]. Besides 

there are a lot of ways to acquire image data for parking space 

detection. R. Nieto [2] recorded “parking Lot dataset” (PLds) 

dataset as there was a lack of public parking lot datasets. They 

collected image in different illumination (day, night, sunrise 

with shadows) and weather (sunny, rainy) conditions. The 

dataset consists of two main image sets, a training set used to 

generate the detector models, and a test set used for the 

experimental evaluation. There are a lot of researchers who 

collected data similarly in [22][26][28] based on similar 

scenarios relating to Car Parking Space, that includes the 

method of collecting data, Camera Calibration, etc. 

B. Pre-processing 

Some of the common pre-processing are normalize the 

image, noise removing using filtering median filter is mostly 

used as it is an edge-preserving filtering technique, Grayscale 

Conversion, Grayscale to Binary image, morphological 

transformation [11], [31]. Pre-processing is important as there 

are a number of operations that will be done for segmentation 

and detection. Images with noise and different illumination 

variation may cause a huge deal which is reduced through pre-

processing. 

C. Segmentation 

Several Segmentation techniques are used in various 

researches. Finding the boundary lines of parking spaces using 

line detection algorithms like Hough transformation. In paper 

[28], Hough transform has been used as well to detect space 

lines, in which a skillful cell accumulation scheme is used to 

generate equal-width curves, yielding a more robust and 

accurate detection result of parking space boundary lines. But 

in most of the researches, they used a fixed mask which is 

generated once for each calibrated camera and used to 

segment out parking spaces [2], [13], [21]. The benefit of 

using a mask is that it gives accurate segmentation and is 

really faster than finding all parking space based on line 

detection. So, the overall process becomes really fast. 

D. Feature Extraction 

Features are extracted from segmented images, these 

features information are used to find differences between 

vacant parking space and occupied parking spaces like 

calculating angle and length of each line in parking spot, etc. 

[30]. Geometric features like shape are also used by X. Ling et 

al. [19], [32]. Robust Features are collected because it 

provides good generalized features which are then used to 

train the desired model for detection [19], [25]. 

E. Parking Spot Detection 

Using the extracted features machine learning model are 

trained for classification of the parking space. But methods 

that use Deep Learning extracts features automatically and 

uses them to train itself [15], [18]. Using Deep Learning 

complex features and correlation can be found that are not 

found by the human eye. But over fitting is an issue in deep 

learning that needs to be kept in account [6], [14]. Methods 

that uses Neural networks are not resource friendly while 

training the model [15], [26] but they have a good accuracy 

requires less resources while testing. Also, KNN, SVM, 

Logistic Regression, Random Forest can be used to train on 

the collected features from the images [16][20]. These 

lightweight machine learning algorithms work well on Real-

Time parking space detection.  

F. Representation 

Now the detected parking spaces need to visualize in such a 

way that the target people understand easily what information 

is shown. In most of the cases, the parking space detected 

information is shown by drawing rectangle shapes on the 

detected parking spots that are not used and that are in use. 

Free spots can be marked as GREEN as available and 

occupied spots can be marked as RED used by F. Dornaika et 

al. [4], [16]. Sometimes instead of providing the real image an 

abstract view image is created that are represented as colored 

blocks [22], [33]. 

 

V. REVIEW BASED ON EXPERIMENTAL RESULTS 

In this study a comprehensive review is done on previous 

researches validations in terms with overall accuracy levels, is 

good enough for real-time processing, training and testing 

time in regards of different datasets used by the researchers. 

A. Review based on Accuracy Vs Methods 

In most of the researches, authors tend to use Convolutional 

Neural Networks since the advantage of using CNN is that it 

gives higher accuracy [13], [14], [34].Some problems relating 

to CNN are that it tends to overfit data. On the otherhand, 

training each pair of parking space and day is randomly 

chosen as belonging to either the training or evaluation set 

with equal probability. This prevents multiple images from the 

same parking space during the same day. Neural network 

would require powerful hardware. J. Martínez García et al. 

[10] used different feature extraction method to extract robust 

features and train classifiers. G. Amato et al. in paper [13] 

used CNN combining Caffe Deep Learning framework with 

gradient descend an iterative optimization algorithm with 

momentum (where, Momentum = 0.9). They used Raspberry 

Pi 2 Model B, equipped with the standard Raspberry Pi 

camera module 2 and archives an accuracy of 82.9% on 

CNRPark, and 90.4 on PKLot dataset with a learning rate of 

0.001. Qian Li et al. in paper [19] utilized the cascade 

classifier, Haar feature and LBP feature where the AdaBoost 

method trains the same classifier (weak classifier) for different 

training sets and then combines these classifiers obtained on 

different training sets to form a stronger final classifier (strong 

classifier) and Majority Vote classifier gives a precision of 

98.2% and a recall of 96.8%. In order to test the robustness of 

the system T. Jensen et al. trained on a single parking area and 

then tested on both the same parking area image and on 

parking area images that have not been seen by the model 

[14]. They mentioned that the lowest accuracy achieved is 

95.45 % when they trained on the UFPR05 and tested on 

AJSE Volume: 19, Issue: 3, Page 99 - 106 ©AJSE 2020 Page | 102



UFPR04 with Learning Rate = 0.0001. P.R.L. de Almeida et 

al. [17] used Support Vector Machine (SVM) classifier and 

linear scaling normalization. The accuracy of the single 

classifier dropped from 99.55% to 84.25% in the worst case, 

while a minor loss was observed for the ensemble-based 

solutions, from 99.64% to 88.33% in the worst scenario but 

they have reached outstanding recognition rates which is 

around 99%. M. Ahrnbom et al. [25] divided the PKLot 

dataset into two sections, one of them is used for training 

classifiers and other is used for evaluating the classifiers 

performance. Here each pair of parking space and day is 

randomly chosen from the dataset so that the data belongs to 

either the training or evaluation set with equal probability. 

This prevents multiple images from the same parking space 

during the same day.” They trained two classifiers and they 

have evaluated and compared them to each other. One of them 

is Support Vector Machine and another is Logistic Regression 

where Support Vector Machine achieved an accuracy of 

0.9768 and Logistic Regression achieved an accuracy of 

0.9868. In Table 2 Experimental results based on Accuracy of 

different method used in different papers for various datasets 

are given. 

 
TABLE 2 

EXPERIMENTAL RESULTS OF DIFFERENT METHODS ON VARIOUS DATASETS 

 

Methods Datasets Measures 

Convolutional 

neural network + 
Deep Learning-

based [13] 

PKLot Dataset, CNRPark 

Dataset where PKLot 
consists of 695,900 images 

and xml file consisting 

pixel information of 
occupied or vacant  

CNRPark is composed of 

12,584 labeled images for 
training 

 

Accuracy = 86.3  

learning rate = 0.001 

Convolutional 
neural network-

based [14] 

PKLot Dataset The lowest accuracy 
achieved is 95.45 % 

when training on the 

UFPR05 and testing 
on UFPR04. 

 

Convolutional 
neural network-

based [10] 

The images acquired from 
a two-month experimental 

campaign. There were 4 

different scenarios with 
different sensor setups to 

account for the potential 

variability between 
scenarios. 

 

Average Accuracy = 
96.05% 

Convolutional 
neural network 

based CarNet[5] 

 

PKLot Dataset 
CNRPark + EXT Dataset 

Mean Accuracy = 
97.03% 

Geometric 

features based 

[19] 

5100 images in test dataset 

were captured by a fisheye 

camera, and their 
resolution was 600 × 600 

pixels. 

 

MV classifier gives a 

recall of 96.8% and a 

precision of 98.2%. 

Geometric 

features based 

[28] 

Images captured at 

midnight using wide-angle 

cameras, such as fisheye-

Accuracy = 99.67%. 

lens or catadioptric in the 
indoor parking area. 

 

Edge-based + 
Custom designed 

Deep Learning 

model [6] 
 

PKLot Dataset Accuracy = 99.51% 

3D structural + 

Multi-layer 
Inference 

Framework [22] 

They captured a training 

image for every 15 minutes 
from 6:30 AM to 18:00 

PM. For one day, they had 

46 training images. Hence, 
they had 92 training 

images for 2 different 

weather type. 

For dataset DS_5 FPR 

= 0.0159, FNR 0.0195, 
Accuracy = 98.27% 

 

For dataset DS_6 FPR 
= 0.0163, FNR 0.0226, 

Accuracy = 98.12% 

 

86.3

95.4 96.05 97.03

99.67 99.51
98.2

80
82
84
86
88
90
92
94
96
98

100

Methods

Accuracy (%)

Convolutional neural network[13] Convolutional neural network[14]

Convolutional neural network[10] Convolutional Neural network[5]

Geometric Feature Based [29] Edge Based + Deep Learning [6]

3D structural [26]

 Figure 2: Accuracy visualization of previous studies. 

The accuracy rate of all the pre-existing methods have been 

illustrated in Figure 3, where the accuracy rate for Geometric 

Feature Based [29] had given the most accuracy, which is a 

staggering value of 99.67%. The method based on Edge-based 

and Deep Learning [6] had given the second-best accuracy of 

99.51%. Other methods based on 3D-Structure [26], 

Convolutional Neural Networks in [5], [10] and [14] also gave 

very promising results.  

B. Review based processing time of various Methods 

Studies of existing research shows that using Convolutional 

Neural Network-based recognition is implemented to detect or 

classify a parking space can be done in real-time [14][10].  H. 

Bura et al. [6] have achieved a minimum time of 7.11 

milliseconds to classify the parking space and C. C. Huang et 

al. [22] have done it 3.61 milliseconds. Some of the paper are 

briefly compared in table 
TABLE 3 

EXPERIMENTAL RESULTS OF DIFFERENT METHODS BASED ON PROCESSING 

TIME  

Methods Training Time  Processing Time 

Convolutional 
neural network + 

Deep Learning-

based [13] 

For each single experiment 
15 minutes on an NVIDIA 

GTX 980 

To execute the 
classification of 50 

parking spaces per 

iteration, it takes 
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around 15 seconds. 
Convolutional 

neural network-

based [14] 
 

Not specified Not specified 

Convolutional 

neural network-
based [10] 

The training time is around 

six hours 

Classification of a 

single image can easily 
be performed in real-

time. 

 
Convolutional 

neural network-

based CarNet[5] 

The training time for 500 

epochs is around five 

hoursGeForce GTX 1080 
Ti graphics card was used. 

 

Classification of a 

single image can be 

done in real-time. 

Geometric 
features based 

[19] 

 

Not specified Cannot meet the real-
time requirement. 

Edge-based + 

Custom designed 

Deep Learning 
model [6] 

 

Not specified Their designed custom 

model takes 50 × 

7.11ms = 355.5ms to 
classify 50 slots 

3D structural + 
Multi-layer 

Inference 
Framework [22] 

Not specified This experiment takes 
an average of 0.26 

seconds to classify 72 
parking spaces. 

 

 Figure 1 3 shows processing time differences in various 

researches that were both in real-time and not in real time. The 

researches that are able to do the processing in real-time [8], 

[13], [23], [26], [34], [35] while others not done in real time 

are  [19], [30]. So, it is one of the key characteristics to 

consider while following a method. 

 

VI. OBSERVATION AND DISCUSSION 

This study illustrates different approaches of parking spot 

vacancy detection based on previous studies and compares 

them in terms of methods, frameworks and experimental 

results. Using methods mentioned in Error! Reference 

source not found.Error! Reference source not found. S. E. 

Shih et al. [28] were able to achieve accuracy more than 95% 

but the methods have limitations in terms of use cases like 

some can work only in indoor parking environment with 

limited numbers of vehicle support. There is a lack of suitable 

methods for automatic parking space extraction, potential 

difficulties in parking space detection. Previous studies show 

that, in most of the cases, there was no such method for 

automatic segmentation of parking spaces, the parking spaces 

that are used for detection were known while training and 

testing [13], [23]. In some cases, automatic segmentation of 

parking space is attempted but it does not have an accuracy 

that is good enough for real-life scenario, C. Brown et al. [30] 

mentioned that improvements required to produce better 

results. 

 
Figure 3: Challenges in Parking space vacancy detection. 

Figure 3, shows challenges in parking space vacancy 

detection. A good method should remove difficulties in 

camera calibration. It should use security cameras that already 

exist in the parking area and camera placement and angle 

change should be allowed on demand for that a suitable 

method for segmentation of parking spaces is also required. 

Automatic segmentation may include overhead in processing 

time but this processing time needs to be minimized for real-

time processing while keeping the accuracy high. 

 

VII. CONCLUSION 

This research illustrates the existing methods along with 

their advantage and disadvantages mentioned in Error! 

Reference source not found. and also the comparison 

between experimental results in terms of accuracy on different 

datasets and processing time is shown. From this study, a 

number of datasets can be found from different sources that 

are free to work with and also different methods that are used 

in various researches to collect parking data. One of the most 

crucial and important aspects of this research is to address the 

challenges, in this study different challenges in Parking space 

vacancy detection have been shown in Figure 3 and also been 

described in observation and discussion.  
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Figure 4: Findings of this Research at a Glance. 

Smart parking spot detection is one of the key requirements 

for smart cities as it has been estimated that “A motorist 

spends an average of 17 hours per year searching for a place to 

park his vehicle” [6]. So, the time and work it needs to find a 

vacant parking space do not worth the effort of a human 

individual in this era of technology. The complete overview of 

the research work had been summarized in the Figure 6. This 

comprehensive review is intended to contribute to Intelligent 

Transportation System (ITS) research to find aspects that are 

needed to develop an efficient vacant parking space detection. 
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