
Abstract—In the telecommunication industry, deep learning 
has been utilized for churn prediction. Some companies have 
used sophisticated deep learning techniques to predict churn, 
which yielded satisfactory results. However, future studies are 
still required to evaluate several deep learning mechanisms as 
only SoftMax Loss has been used so far. By comparing 
customer churn vector embedding models with several 
methods, including SoftMax Loss, Large Margin Cosine Loss, 
Semi-Supervised Learning, and a combination of Large 
Margin Cosine Loss and Semi-Supervised Learning. The use of 
Large Margin Cosine Loss has been proven in face recognition 
which can increase the discrimination between vectors 
embedding in different classes. Understanding how mixing 
unlabeled and labeled input might alter developing algorithms 
and learning behavior that benefit from this combination are 
the goals of semi-supervised learning. This approach 
encouraged feature discrimination in customer behavior and 
improved the model's overall accuracy. Large Margin Cosine 
Loss in this study achieved 83.74% of the F1 Score compared 
to other methods. It was further demonstrated that the 
produced vectors for churn prediction are discriminative by 
examining the cluster's similarity and the t-SNE plot. The t-
SNE visualization showed that the proposed model produces 
highly discriminative vectors with the Large Margin Cosine 
Loss model embedded vector being thicker than SoftMax Loss, 
Semi-Supervised Learning, and a combination of Large 
Margin Cosine Loss and Semi-Supervised Learning model 
churn clusters. 

Index Terms—Customer Churn, Deep Learning, Large Margin 
Cosine Loss, Semi-Supervised Learning, Vector Embedding. 

I. INTRODUCTION

Competition in telecommunication is fierce. To 
proactively foster client loyalty and increase profitability, 
the operator has to be able to predict customer attrition [1]. 
Operators attempt to control churn with incoming calls after 
one or two months of subscription [2].  
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On the other hand, customers face the problem of 
deciding which operator is the best as their service provider. 
It becomes more demanding when companies start offering 
several types of services, so customers tend to switch 
between different carriers [3]. Churn occurs when customers 
unsubscribe from service, leading to revenue losses and 
operators may need to invest more in advertising and re-
offers [4]. Therefore, identifying the causes of churn can 
help operators to develop strategies to retain their customers 
[5]. Deep learning is the preferred method for predicting 
churn in various industries, one of which is the 
telecommunications industry [6]. One approach is vector 
embedding [7]. 

The implementation of the vector embedding system that 
we mostly encounter today is a recommendation system, 
especially in the e-commerce industry such as Amazon, 
Tokopedia, Shopee, and others [8]. Researchers have 
implemented deep learning for such tasks using SoftMax 
Loss, which allowed the proposed model to achieve an 
81.16% measured by F1 Score for predictive performance. 
However, SoftMax Loss is inadequate in classification 
ability because the distance between churn and non-churn is 
not close, even between two clusters. Despite being known 
to produce extraordinary classification performance, it is 
unable to discriminate the embedding vectors of different 
classes of data [9]. This was the reason researchers apply 
Large Margin Cosine Loss which is a more advanced and 
more promising technique using a cosine-distance-based 
loss function which has been proven in face recognition to 
increase the discrimination between embedding vectors in 
different classes [10]. Understanding how mixing unlabeled 
and labeled input might alter developing algorithms and 
learning behavior that benefit from this combination are the 
goals of Semi-Supervised Learning [11]. Meanwhile, a 
combination of Large Margin Cosine Loss and Semi-
Supervised Learning is an interesting thing to apply in this 
study, providing a performance comparison and 
experimental evaluation analysis of the vector embedding 
proposed model. 

This study's contribution is to assess and compare the 
effectiveness of the customer churn vector embedding 
models with several methods, namely SoftMax Loss, Large 
Margin Cosine Loss, Semi-Supervised Learning, and a 
combination of Large Margin Cosine Loss and Semi-
Supervised Learning that could be used as a reference for 
related companies in terms of marketing strategy to 
determine the tendency of customer churn. Therefore, by 
using several methods, this study provided a comparison of 
the performance of vector embedding models whereas 
previous studies only used SoftMax Loss. This paper is 
organized as follows: section 2 explains several past studies 
related to this research, section 3 presents the methodology 
of the study, section 4 describes the details of the research 
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findings and section 5 provides the conclusion of the study. 

II. RELATED WORK 
Many approaches have been developed using deep 

learning [12]–[14]. Deep learning is the preferred method 
for churn prediction in telecommunication datasets [6], 
[15]–[20], gaming [7], [21], [22], banking [23], [24], music 
streaming [25], [26] and retail industry [27]. Predicting 
churn behavior with deep learning was originally proposed 
in 2004 [17]. This research realizes the idea by 
implementing an autoencoder, deep belief neural network, 
and multi-layer feedforward network with different 
configurations. The work was presented on billions of call 
records from the company's business intelligence systems to 
predict churn in mobile telecommunications networks. The 
model produces an accuracy of 77.9% with an operating 
characteristic curve on the validation data which 
significantly exceeds random forests with extensive custom 
feature engineering of 4.7%. The first study was to develop 
a large-scale mobile game to propose a vector embedding 
model with Semi-Supervised Learning. This study allows 
users to act on app recommendations after they quit and 
choose to play another game [7]. 

A multilayer perceptron with three layers, each with the 
same 16 initializer functions and RELU activation, is used 
for artificial neural network churn prediction. For 
regularization, a dropout layer is used in the input layer, to 
prevent overfitting. This study can produce of accuracy 
more than 80%. Applying deep learning to the vector 
embedding model has been carried out in our previous study 
by using SoftMax Loss and can achieve 81.16% of the F1 
Score [9]. To continue our research, we propose a vector 
embedding model with several methods, namely SoftMax 
Loss, Large Margin Cosine Loss, Semi-Supervised 
Learning, and a combination of Large Margin Cosine Loss 
and Semi-Supervised Learning. The use of Large Margin 
Cosine Loss has been proven to have been applied to face 
recognition which can increase the discrimination between 
embedding vectors in different classes [10]. Understanding 
how mixing unlabeled and labeled input might alter 
developing algorithms and learning behavior that benefit 
from this combination are the goals of Semi-Supervised 
Learning [11]. Meanwhile, a combination of Large Margin 
Cosine Loss and Semi-Supervised Learning is an interesting 
thing to be applied in this study which can provide a 
performance comparison and experimental evaluation 
analysis of the proposed model so that it can be used as a 
reference for related companies in terms of marketing to 
determine the tendency of customer churn. Therefore, by 
using several methods, this study provided a comparison of 
the performance of vector embedding models whereas 
previous studies only used SoftMax Loss. 

III. MATERIALS AND METHODS 
A.  DATASET 

All the attributes in the dataset are shown in Table I. The 
dataset telecommunications customer used in this research 
consists of 3333 rows and 21 columns [28]. Customers’ 
behavior is determined by 19 attributes in the dataset, 4 
attributes are categorical, and the rest are numerical. Besides 
that, we discovered that 1 categorical attribute namely 
“Account Length” has an allocation that is not 
discriminative in the definition of customer churn. 

Therefore, we excluded this characteristic from the vector 
embedding models. A deep learning model will be trained to 
predict whether a customer will leave the 
telecommunications company or not by predicting the churn 
attribute. Churn is used to describe the loss of consumers 
who go to competitors. Predicting customer attrition in 
advance will give businesses highly valuable information to 
keep and grow their client base [17]. Companies can use 
probability and income estimation to determine churn 
intervention and profitability strategies [29]. 
The dataset for this study is split into three subsets with a 
ratio of 60:20:20: training, validation, and testing. As 
discovered from a previous study, loyal and customer churn 
proportion is imbalanced with a ratio of 15:85. The 
validation set is used to test the models' performance during 
training to choose the best models, whereas the training set 
is used to train the models. A testing dataset is used to 
compare the effectiveness of the proposed vector embedding 
model with the best model. A comparison of proposed 
vector embedding models measured using metrics. The 
authors quantify the cluster cohesiveness in addition to the 
F1 Score and Accuracy by computing the distance ratio 
between the inter-cluster to intra-cluster embedding with 
cosine similarity for each churn vector and loyal customer 
embedded vector. Churn is the term used to describe the loss 
of customers to a business as they switch to rivals. 

B.  EXPERIMENT DETAILS 
This section elaborates on the proposed customer churn 
vector embedding models. The source code used in this 

TABLE I 
LISTS OF THE DATASET’S ATTRIBUTES 

Attribute Name Type Description 
State Categorical State of origin of the phone 

number's location 
International plan Categorical Whether a client has an 

international plan or not 
Voice mail plan Categorical Whether a client has a voicemail 

plan or not 
Area code Categorical An indication of the location 

from which phone numbers 
originate 

Number of voicemail 
messages 

Numerical how many voicemails customers 
have left 

Total day minutes Numerical Total daily minutes spent making 
calls 

Total day calls Numerical All calls made throughout the 
day 

Total day charge Numerical The total cost of calls made 
throughout the day 

Total evening minutes Numerical Total minutes used on calls that 
night 

Total evening calls Numerical Total number of calls made that 
night 

Total evening charge Numerical The overall cost of the evening's 
calls 

Total night minutes Numerical Total number of minutes used on 
calls overnight 

Total night calls Numerical Total number of calls made 
overnight 

Total night charge Numerical The total cost for late-night calls 
Total international 
minutes 

Numerical Minutes used for international 
calls overall 

Total international 
calls 

Numerical Total number of calls made 
abroad 

Total international 
charge 

Numerical All-in cost of international calls 

Customer service 
calls 

Numerical The quantity of phone calls to 
customer service 
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research is available at https://github.com/DinneRatj/Vector-
Embedding-Model 
This research was evaluated with the open-source deep 
learning framework PyTorch was supported by the 
NVIDIA-BINUS Artificial Intelligence Research & 
Development Center. The author trains the proposed model 
using telecommunication customer datasets. From this 
dataset, the authors decide how many columns and attributes 
are needed to train the model. With this, the author will 
produce an overall system and determine the software flow 
to the detailed algorithm. Figure 1 visualizes the customer 
churn vector embedding model architecture. There are four 
models proposed in this study namely 
• Apply deep learning to vector embedding models with
SoftMax Loss
• Apply deep learning to embedding vector models with
Large Margin Cosine Loss
• Apply deep learning to embedding vector models with
Semi-Supervised Learning
• Apply deep learning to embedding vector models with a
combination of Large Margin Cosine Loss and Semi-
Supervised Learning.
Large Margin Cosine Loss and Semi-Supervised Learning in
this study are to continue our research where SoftMax Loss
is used in the model proposed from previous studies [9]. The
process began by processing the categorical and numerical
variables using several layers, the combined intermediate
representation is delivered to the following layer. The
processing layer is a completely linked layer for the
numerical data. The categorical embedding layer, which
processes categorical data, is the layer that was employed to
create an embedded customer churn vector [9], [30]. The
last fully connected layer produces the embedded vector,
which is colored orange in Figure 1. The proposed model is
trained to classify churn and loyal customers that will
generate an embedded vector. Considering loyal customer
churn proportion is imbalanced with a ratio of 15:85, Turn
out hypothecated that certain treatment is required to adjust
the model. This is common knowledge in deep learning
research, without any adjustment, The imbalanced dataset
will reduce the model’s performance [31]–[33]. The churn
compared to loyal customer weight ratio was set to 3:7.
The model implemented in this study consists of two input
layers, namely 14 numerical data attributes and 4 categorical
data attributes. Numerical attributes will be transformed
using the Pytorch module with each numerical getting 100
vector representations as output. Meanwhile, categorical
attributes will be transformed using the Pytorch module with
51 columns of numerical "state" attributes each of which
gets 5-dimensional vector representations as output. Tensors
are initialized randomly after embedding layer creation and
similarities between categorical will be merged during
training. After the input features are transformed, the
resulting feature vectors from each layer will be combined
or concatenated. After the feature vector is generated by the
embedding vector process in the input layer, ReLU is
applied to the next layer which contains the resulting feature
vector. Due to the existence of a repaired layer in the
proposed model, Kaiming initialization is used to initialize
the weights and biases, this implementation allows the
repaired network to converge and increases the depth of the
proposed model [34].
In the Large Margin Cosine Loss, the implementation of the
modified loss function is carried out by importing the model

Large Margin Cosine Loss. Two numerical attributes get a 
120-dimensional vector representation as output. While the
value of 0.35 is the optimal value obtained by the inventor
[10]. In Semi-Supervised Learning, there is also an encoding
and decoding process that is implemented like an
Autoencoder. So, there is a layer for the decoding process.
After that, the researcher applied the activation function
using ReLU with Batch Normalization Layer [35]. The
Autoencoder process can reconstruct the output from the
received input data. This is an Unsupervised Learning
process, where the data used is unlabeled. The model can
also classify whether a labeled customer data series
determines whether a customer will churn or not, which is a
Supervised Learning process. Therefore, in this study, the
authors have implemented a model using Semi-Supervised
Learning. In a combination of Large Margin Cosine Loss
and Semi-Supervised Learning, the coding implementation
of the modified loss function is carried out by importing the
Large Margin Cosine Loss Model and Semi-Supervised
Learning process like the Autoencoder process.
To determine how accurate the model is, the authors use a
loss function in the form of Cross Entropy Loss for
categorical data, and MSE Loss for numerical data. Cross
entropy loss will be added to the weight parameter, due to
imbalance data (data that is not churn more than churn, with
a ratio of around 85:15). This data imbalance causes the
prediction results for the churn class to be not good. The
solution is to use Cross Entropy Loss so that the penalty for
a churn class is much greater than for a non-churn class. The
penalty is enlarged by the inverse ratio of the number of data
(15:85). Tuning the model is the stage where the resulting
models will be combined for analysis to find out the
relationship between data and patterns. The goal is to use
previously available data as a reference in the future. The
values and types of hyperparameters used follow previous
research that will be carried out before and simultaneously
with the training process. A standard scaler was used to
standardize the numeric data and random permutation to
train random data. In addition, Adam with a 0.001 learning
rate was used to optimize the proposed model with a
configuration from the previous study as the standard [9],
[36].
The model was trained with 100 epochs. Model validation is
the result of the process of tuning and training the model, so
that the model will be used for the model testing process.
The results taken from model validation are the best
accuracy results or the lowest loss values and will be stored
in .pth extension files. The file will then be reloaded for use
in the next process, namely the testing model which will be
reported as the results of this research. In the model testing
phase, the author will determine the success rate of customer
churn, performance measurement, and comparison of the
performance of the new and old models. The author uses the
Confusion Matrix method to determine the accuracy of the
method that has been applied to the model. In this study, the
author applies a reconfiguration to each proposed model,
namely:
• Using the same algorithm on each model proposed
• Using the same dataset in each proposed model
• Using the same hyperparameter values for each proposed 
model
Replication of this configuration is one of the scopes in this 
study. The author only provides a comparison of the 
performance of the proposed models by applying the same 
configuration replication in each proposed model.
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Fig. 1.  The Proposed Customer Churn Vector Embedding Model. (a) SoftMax Loss, (b) Large Margin Cosine Loss, (c) Semi-Supervised Learning, and 
(d) a Combination of Large Margin Cosine Loss and Semi-Supervised Learning. 

AJSE Volume 23, Issue 1, Page 1 - 10 Page 4



C.  EVALUATION METHODS 
The model loss value and training loss value are displayed 
together at each epoch. The optimal model is evaluated 
using a testing dataset to compare the performance model 
measured by metrics. The best setting of the weight loss 
ratio of the model is based on the plot. The result of it will 
be explained in the result section. In addition to the 
confusion matrix, the authors also measure the cluster 
cohesiveness formed by each churn vector and loyal 
customer embedded vector by calculating the distance ratio 
between intra-cluster and inter-cluster embedding. The 
calculation of the intra-cluster distance is done by measuring 
the distance of the features in a cluster with the centre point 
of the cluster. Calculation of the inter-cluster distance is 
done by measuring the distance between the features in one 
cluster and the midpoint in another cluster. This calculation 
process is done using cosine similarity. 
Thus, this calculation can be concluded that a higher 
distance ratio indicates that the features between clusters 
have been further separated. The performance of the 
customer churn vector embedding model is evaluated using 
the ratio between intra-cluster similarity and inter-cluster 
similarity, with a higher value ratio. t-SNE [34] is used to 
measure the model qualitatively to plot the customer churn 
embedded vector in a 2D space [9]. The measurement of 
intra-cluster similarity compactness is the cluster 
cohesiveness created by each churn vector and embedded 
loyal customers, which is formulated in equation 1. x is the 
embedded vector and n is the amount of data. The 
measurement of the similarity from one cluster to another 
cluster is shown in equation 2. y is the embedded vector 
from the other cluster and can be data of the loyal class. x is 
the churn class data or vice versa. 
The dataset is split into three subsets, training, validation, 
and testing, using a ratio of 60:20:20, to determine whether 
the training model overfits. A training set of 100 epochs is 
utilized to train the model. The model loss value and 
training loss value are displayed together at each epoch. 
Based on the plot, the model's weight loss ratio should be set 
as low as possible. A testing dataset is used to evaluate the 
best model and compare its accuracy and F1 Score 
performance. The measurement of intra-cluster similarity 
compactness is the cluster cohesiveness created by each 
churn vector and embedded loyal customers, which is 
formulated as: 

 
    (1)  

 is the embedded vector and n is the number of data. The 
measurement of the similarity from one cluster to another 
cluster is formulated as follows:   

                              
(2) 

 
 is the embedded vector from the other cluster. Data from 

the churn class may be represented by x and data from the 
loyal class by y, or vice versa. With a higher value ratio, the 
ratio of intra-cluster to inter-cluster similarity is used to 
evaluate the performance of the model. t-SNE [34] is used to 
measure the model qualitatively to plot the customer churn 
embedded vector in a 2D space [9]. 
 

IV. RESULTS & DISCUSSIONS 
Figure 2 depicts a comparison of the training loss and 

validation loss of the customer churn vector embedding 
model with a ratio of 3:7 of the churn and the loyal weight. 
At every epoch, the model’s validation loss value and 
training loss value are plotted. The best setting of the weight 
loss ratio of the model is based on the plot, The optimal 
model is assessed using a testing dataset to compare the 
model’s performance measured by metrics. In this research, 
the severity of overfitting was the worst on the model 
trained using Semi-Supervised Learning, followed by the 
ones trained using a combination of Large Margin Cosine 
Loss and Semi-Supervised Learning, SoftMax Loss, and 
Large Margin Cosine Loss. 

The best training loss value is generated by SoftMax 
Loss, which is approximately 0.15, followed by Semi-
Supervised Learning, which generates a value of 0.20, a 
combination of Large Margin Cosine Loss and Semi-
Supervised Learning is around 0.40, and Large Margin 
Cosine Loss of 0.60. SoftMax Loss also generates the best 
value for the validation loss, which is around 0.35, followed 
by Semi-Supervised Learning, which generates a value of 
0.60, Large Margin Cosine Loss, which generates a value of 
0.90, and a combination of Large Margin Cosine Loss and 
Semi-Supervised Learning, which generates a value of about 
1.0. 

When viewed from the difference between the training 
and validation losses, Large Margin Cosine Loss is the 
largest, followed by a combination of Large Margin Cosine 
Loss and Semi-Supervised Learning, Semi-Supervised 
Learning, and SoftMax Loss. The researcher concludes that 
Semi-Supervised Learning needs to be analyzed further in 
further research to determine the best algorithm that can 
improve the performance of the deep learning model, 
Additionally, more combinations of Large Margin Cosine 
Loss and Semi-Supervised Learning. 

Figure 3 is a t-SNE visualization of data distribution for 
loyal customers and customer churn in the proposed model. 
The green dot represents customer churn, whereas the red 
dot stands for a loyal client. Principal component 1 is the x-
axis, whereas principal component 2 is the y-axis. t-SNE 
indicated the rendered embedded customer churn vectors of 
the proposed model have indicated to loyal customers 
compare churn, the customer churns embedded vectors tend 
to herd on the top portion of the plot, whereas the loyal 
cluster is slightly thick. From t-SNE, it shows the customer 
churn cluster of the Large Margin Cosine Loss model 
embedded vector is thicker rather than SoftMax Loss, Semi-
Supervised Learning, and a combination of Large Margin 
Cosine Loss and Semi-Supervised Learning model churn 
clusters on the plots' upper portion. Class churn because of 
the denser cluster, embedded vectors are separated from the 
loyal customer cluster. The purpose of the t-SNE 
visualization is to illustrate that the proposed model 
produces highly discriminative vectors. The result obtained 
by observing t-SNE is accurate. The plots for customer 
churn can be deduced from these customer churn clusters.
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 Fig. 2.  Train and Validation model loss plot for (a) SoftMax Loss, (b) Large Margin Cosine Loss, (c) Semi-Supervised Learning, and (d) a Combination 

of Large Margin Cosine Loss and Semi-Supervised Learning. 
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 Fig. 3.  The t-SNE plot of the embedded vectors generated by: (a) SoftMax Loss, (d) Large Margin Cosine Loss, (g) Semi-Supervised Learning, and (j) 

a combination of Large Margin Cosine Loss and Semi-Supervised Learning. (c, f, i, and l) The green dot represents churning customers. (b, e, h, and k) 
The red dot stands for a client that is loyal. 
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Table II provides a comparison of the vector embedding 
models' performance. The proposed model improved from 
the previous research by 1.88% in terms of SoftMax Loss 
and the best model is the one trained using the Large Margin 
Cosine Loss, which allowed it to obtain an 83.73% F1 
Score. The results of Loyal Customer intra-class similarity 
on Semi-Supervised Learning are greater than the other 
models, namely 0.5976. Semi-Supervised Learning shows 
the best results on Loyal Customer inter-class similarity, 
which is 0.5106. For the embedding ratio in Customer 
Churn intra-class similarity, the expected result also shows a 
combination of Large Margin Cosine Loss and Semi-
Supervised Learning shows a better result with the value of 
0.6865. A combination of Large Margin Cosine Loss and 
Semi-Supervised Learning shows the best result in the 
Customer Churn inter-class similarity of 0.5682. 
Meanwhile, in the Loyal Customer intra-class: inter-class 
similarity ratio, Large Margin Cosine Loss has the best 
embedding ratio with 1.7895. Large Margin Cosine Loss 
again has the best ratio with 15005 for customer churn intra-
class: inter-class similarity ratio. 

In this research, it can be concluded that the proposed 
models can achieve performance above 78% measured by 
the F1 Score, and Large Margin Cosine Loss produces the 
highest performance of 83.74%. However, Semi-Supervised 
Learning can be analyzed further in future studies to 
determine the best algorithm that can improve the 
performance of the model, along with its combination with 
Large Margin Cosine Loss. The authors apply replicated 
configurations to each proposed model by using the same 
algorithm, dataset, and hyperparameter values for each 
proposed model. This study only provides the comparison 
performance of the proposed model with the application of 
the same configuration for each proposed model. In the 
future, a hyperparameter grid search can be conducted to 
find the best settings for the vector embedding models. 

 

V. CONCLUSION 
In this paper, a comparison of vector embedding models 

with several methods was performed, whereas our previous 
study only used one method. It can be concluded that the 
four proposed models can achieve performance above 78% 
measured by F1 Score and Large Margin Cosine Loss 
produces the highest performance of 83.74%, followed by 
SoftMax Loss with 83.04%, Semi-Supervised Learning with 
79.37% and a combination of Large Margin Cosine Loss 

and Semi-Supervised Learning with 78.63%. In this 
research, the severity of overfitting was the worst on the 
model trained using Semi-Supervised Learning, followed by 
the ones trained using a combination of Large Margin 
Cosine Loss and Semi-Supervised Learning, SoftMax Loss, 
and Large Margin Cosine Loss. 

We also depicted the embedded vectors in two-
dimensional space and t-SNE to indicate two clusters of 
customer churn: one cluster can potentially be maintained, 
and another cluster is probable to quit. The customer churn 
cluster of the Large Margin Cosine Loss model embedded 
vector is thicker rather than SoftMax Loss, Semi-Supervised 
Learning, and a combination of Large Margin Cosine Loss 
and Semi-Supervised Learning model churn clusters on the 
plots' upper portion. Additionally, the churn class can be 
isolated from the loyal customer cluster because of the 
denser cluster. The Purpose of the t-SNE visualization is to 
illustrate that the proposed model produces highly 
discriminative vectors. The result also shows that a 
combination of Large Margin Cosine Loss and Semi-
Supervised Learning shows a greater result in the 
embedding ratio measured by cosine similarity compared to 
SoftMax Loss, Large Margin Cosine Loss, and Semi-
Supervised Learning. 

The researcher concludes that Semi-Supervised Learning 
needs to be analyzed further in further research to determine 
the best algorithm that can improve the performance of the 
deep learning model, Additionally, more combinations of 
Large Margin Cosine Loss and Semi-Supervised Learning to 
improve discriminative vectors because in this research, a 
combination of Large Margin Cosine Loss and Semi-
Supervised Learning shows a greater result in the 
embedding ratio measured by cosine similarity but only can 
achieve performance 78.63% measured by F1 Score. In 
future studies, the model can be adjusted to the data owned 
with the purpose of the model. These methods in this study 
certainly have their challenges, ranging from datasets and 
attribute selection to being able to produce a level of 
similarity in customer behavior to determine whether to 
churn or not to churn. It is hoped that there will be more 
research on embedding vectors for customer behavior to 
deliver superior outcomes, for example, by employing 
hyperparameter grid search. 

 
 

TABLE II 
COMPARISON OF PERFORMANCE CUSTOMER CHURN VECTOR EMBEDDING MODEL 

Metrics SoftMax 
Loss 

Large 
Margin 

Cosine Loss 

Semi-
Supervised 
Learning 

Large Margin Cosine 
Loss and Semi-

Supervised Learning 

Accuracy 90.56% 91.31% 88.32% 86.52% 
F1 Score 83.04% 83.74% 79.37% 78.63% 
Loyal Customer inter-class similarity 0.4825 0.3249 0.5106 0.4227 
Loyal Customer intra-class similarity 0.5884 0.5815 0.5976 0.5844 
Loyal Customers intra-class:inter-class similarity ratio 1.2196 1.7895 1.1704 1.3825 

Customers Churn inter-class similarity 0.5481 0.4436 0.5479 0.5682 
Customers Churn intra-class similarity 0.6492 0.6657 0.6306 0.6865 
Customers Churn intra-class:inter-class similarity ratio 1.1845 1.5005 1.1509 1.2082 
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