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Abstract— IPTV delivers television content over Internet Protocol (IP) networks. Videos On Demand (VOD) is the most popular IPTV, allowing users to freely select from a vast pool of program genres. Therefore, it is necessary to introduce innovative features to attract new users and retain existing ones. For this purpose, IPTV systems typically use VOD recommendation engines. The primary purpose of recommendation systems is to suggest user-relevant items from various items by producing a list of recommendations for each user. In this paper, we introduce an approach to recommendation systems in IPTV. We developed this approach on implicit feedback derived from users’ interaction with movies/series sets, such as how many times they watched a movie and how long they have spent watching specific movies/series. For the previous factors, we tested a variety of recommendation algorithms, content-based, collaborative-based, and hybrid. Then applied the previously mentioned algorithms on real-life big data sets after introducing some modifications to the algorithms, then benchmarked the results on multiple performance metrics. We noticed that the applied changes achieved promising results.
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I. Introduction

Nowadays, IPTV offers an extensive range of movies content. On the one hand, the more channels we have, the higher the chance of each viewer finding movies or series of their preference; on the other hand, it poses severe challenges in navigating through the program grid [1]. A common approach to building such a user preference model is either explicitly or implicitly eliciting user feedback. Explicit feedback, such as rating scales, provides a direct mechanism for users to express their interests in items. The RS itself generates implicit feedback using the interpretation it makes about the user’s behavior. What constitutes implicit feedback depends on the application domain. Usually, it will be one or multiple observable and measurable parameters that arise from the user’s interactions with the RS [2].

There are majorly three categories of RSs: Content-based, Collaborative, and Hybrid approaches, a content-based RS analyses the user’s past behavior and keeps track of patterns to predict and suggest items that match these patterns [3]. Suggestions are calculated based on characteristics of the item, such as category, actor, etc. Collaborative filtering suggests items based on the preferences of users with similar tastes and interests using correlation-based similarity [4] or generative model [5], clustering [6], Matrix factorization [7] [8], and deep learning [9] [10]. Both content-based and collaborative-based filtering have their drawbacks. To avoid this. Researchers suggested a hybrid approach to combine two or more recommendation strategies in different ways to benefit from their complementary advantages [2]. This paper presents various recommendation methods and compares them based on distinct metrics to highlight multiple options according to the application need. Moreover, it is imperative to offer innovative features to attract new users and retain existing ones. In practice, a good recommendation engine does not offer popular and well-known titles. Still, it can instead identify compelling titles among less popular items that would otherwise be hard to find [11] [12]. Furthermore, to evaluate the recommendation model, it is essential to know how many items are suggested [13].

II. Related Work

Two different directions of RSs have evolved, content-based filtering and collaborative filtering. Content-based RSs typically use movie features and users’ viewing profiles to recommend items similar to the items the user has interacted with before. Researchers in [14] introduced a method to deal with implicit feedback and build a content-based movie RS that can use different feature sets: name, actor, director, category, and writer features. They established a feature set based on the particular user's past behavior and assigned a weight for each feature. They also produce a user’s implicit rating for a movie based on the movie's duration that the user viewed. Furthermore, to predict a movie rating, they merge the user's implicit feedback and collaborative filtering predictions about user interests by grouping users with similar tastes [15]. We use collaborative filtering methods such as the...
nearest neighbor (NNH) algorithm combined with the Pearson correlation or cosine similarity to calculate the predicted values. In terms of sparse rating, the NNH approach usually experiences difficulties in finding the right match. In addition, the algorithm complexity tends to increase with the number of users and the number of items [15]. To overcome these difficulties, we adopted matrix factorization such as ALS, which projects users and items into a shared latent space using techniques such as Singular Value Decomposition (SVD), Non-negative Matrix Factorization (NMF), and others [16]. It represents a user or an item by a vector of latent features, and a user's interaction with an item is modeled as the inner product of their latent vectors [17]. These techniques (collaborative-Based and Content-Based) have their setbacks, such as the cold-start problems in collaborative filtering and content-based filtering. We can try many hybrid techniques used in RSs to increase recommendation accuracy and reduce errors to deal with these setbacks. The most used algorithm is the NNH combined with the matrix factorization [15]. Therefore, we depended on the combination between ALS and NNH using the rating built-in [14] and designed the parallel implementation process of the recommendation algorithm based on the Spark platform [18]. However, the attention is increasingly shifting towards implicit data and creating a model that can predict the score of unobservable items from the (user, item) interaction matrix, which can be filled with 1 if the user u interaction with the item i is observed and 0 otherwise. We followed the approach used in [17] in which the researchers found that the Neural Collaborative Filtering (NCF) framework offers better recommendation performance than Matrix factorization. However, we found another perspective if the objective of the RS is to recommend unexpected items [11]. We know that an excellent recommender system makes both relevant and valuable recommendations; many papers focus on understanding the performance of RSs. In [19], the researchers compared standard recommendation algorithms using Root Mean Square Error (RMSE), Normalized Discounted Cumulative Gain (NDCG), and item coverage. In [20], the researchers assessed evaluation metrics such as recall, F-measure, accuracy, novelty, and Global satisfaction on various recommendation methods. Our research differs from previous works in that it involves six evaluation methods applied to four different recommendation algorithms.

III. Experiments

3.1 Dataset

We experimented with a real dataset extracted from the IPTV application called ISHOW that contains multiple items, including movies and series. Our experiments used 11 months of log data, the first 10 months for the training, and the last month for the test phase. The characteristics of the dataset are summarized in Table 1 and Table 2.

<table>
<thead>
<tr>
<th>Dataset name</th>
<th>Interaction #</th>
<th>Item #</th>
<th>User #</th>
<th>Sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Movies</td>
<td>829314</td>
<td>1286</td>
<td>6437</td>
<td>99.89%</td>
</tr>
<tr>
<td>Series</td>
<td>738365</td>
<td>1576</td>
<td>8754</td>
<td>99.46%</td>
</tr>
</tbody>
</table>

Table 1. Statistics of the training dataset

<table>
<thead>
<tr>
<th>Dataset name</th>
<th>Interaction#</th>
<th>Item#</th>
<th>User#</th>
</tr>
</thead>
<tbody>
<tr>
<td>Movies</td>
<td>108064</td>
<td>11795</td>
<td>8722</td>
</tr>
<tr>
<td>Series</td>
<td>143987</td>
<td>1199</td>
<td>28125</td>
</tr>
</tbody>
</table>

Table 2. Statistics of the testing dataset

In Fig. 1, we noted the number of users according to watched movies and series.

Fig. 1: The count of interactive users according to the count of watched series then movies

3.2 Building Several Types of Recommender Systems

We experimented with various RS algorithms with some new modifications, and then we defined the evaluation protocol. Finally, we analyzed the results.

3.2.1 Rating calculation based on content-based RS using feature sets called an acronym CB

We repeated the same approach in [5], where the researchers generated the rating by summarizing the feature weights of the contents from the user’s perspective but based on questionnaires, we found that the category feature is the most important. So, we gave it more weight i ∈ {1, 1.5, 2, 2.5} as in Equation (1).

\[
\text{Rate}(U, S) = \sum_{F=1}^{NF} w(U, F) \sum_{F=cat}^{CAT} \text{w}(U, F) \quad (1)
\]
Where, $U$ indicates to the user, $S$ indicates to item, cat indicates the category, $NF$ is the feature set for each item, whose feature set $\in \{\text{heroes, directors, writers, categories}\}$, and $W(U, F)$ indicates the weight of feature $F$ in the feature set $NF$.

Table 3 shows the recommendation performance (recall, precision) for movies and series.

Table 3. The recommendation performance

<table>
<thead>
<tr>
<th>Weight</th>
<th>Movies</th>
<th>Series</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i=1$</td>
<td>0.149</td>
<td>0.09</td>
</tr>
<tr>
<td>$i=1.5$</td>
<td>0.156</td>
<td>0.24</td>
</tr>
<tr>
<td>$i=2$</td>
<td>0.169</td>
<td>0.63</td>
</tr>
<tr>
<td>$i=2.5$</td>
<td>0.161</td>
<td>0.37</td>
</tr>
</tbody>
</table>

We noticed that the recommendation performance is better when $i=2$ for movies, but the series is better when $i=1$.

3.2.3 Combination of matrix factorization and classical collaborative filtering (nearest neighbor) called an acronym MF&KNN

Matrix factorization is the most recent solution for sparse data problems, although it has become widely known since Netflix Prize Challenge [21]. Alternating Least Square (ALS) is a matrix factorization algorithm, and it runs itself in a parallel way. ALS is implemented in Apache Spark ML and built for a large-scale collaborative filtering problem. ALS is doing a pretty good job at solving the scalability and sparseness of the rating data, and it’s simple and scales well to massive datasets.

We adopted the approach in [15]. So, we tried the ALS approach used in spark. mllib. Our workflow is following [2], [22]:

i. We load extracted rating data from the previous method rating calculation based on content using feature sets.

ii. To reduce the effect of outliers, we removed all users that have only a single or two actions. They will not help us learn any meaningful relationships, though, which is what we want.

iii. Build the recommendation model using ALS that is built-in spark 2.3 on the training data 1.

iv. Generate top 10/50 movie recommendations for each user.

v. For users who have only a single or two actions, we can instead run a KNN search over the product matrix to find movies/series most similar to those of users.

3.2.3 Neural Collaborative Filtering based on actions called an acronym NCF-A

We applied the NCF method as mentioned in [17], we filled the (user, item) interaction matrix with 1 if the user u’s interaction with the item i is observed, and 0 otherwise, we initiated the training set for every item that the user watched, we added four negative items the user hasn’t watched randomly, regarding testing set for every user we added 100 items, 99 one of them, the user has never watched it before, and one is the last item the user watched to measure hit ratio (HR), and normalized discounted cumulative gain (NDCG) metrics. Users who have watched only one item will be excluded from the training and testing set.

3.2.4 Neural Collaborative Filtering based on duration called an acronym NCF-D

We added some modifications to the NCF method making use of the time that the user spent on an item as an indirect measure of his feedback based on a specific threshold (500 seconds for movies and 1000 seconds for series), we filled the (user, item) interaction matrix with 1 if the watched duration of the user u to the item i is more than it, and 0 otherwise. Fig. 2 represents the duration distribution based on the number of watched movies and series.

To deal with the negative feedback, we follow the following steps:

- For users with zero negative items, we added twice the count of positive items randomly.
- For users whose count of positive items less than twice the negative items count, we did the following strategy:
  i. We used the Count Vectorizer feature extraction method from the scikit-learn library to turn every item into a feature vector using the bag of words from (genre, writers, directors, actors), and we used the cosine similarity to measure the similarity between two items.
  ii. We added negative items with the count $S = (2 \times \text{positive count items} - \text{negative count items})$ by taking the top $S$ items most similar to the negative items in the training set.
  iii. For the users whose items we didn’t find similar ones, we added $S$ items randomly.

![Duration distribution based on duration](https://via.placeholder.com/150)

(a)
This section investigates our experiments using multiple evaluation dimensions, covering coverage, novelty, diversity, NDCG, HR, and percentage of correctly captured predictions.

### 3.3.1 HR and NDCG

We adopted the leave-one-out procedure, which has been widely used in the studies [23] [24] [25]. We excluded the last watched item for each user and checked whether it’s included in the predicted top 10 list. We call this the Hit Ratio (HR) metric. We also calculated the item’s location in the predicted list as a normalized discounted cumulative gain (NDCG) metric [26]. As for the remaining items in the watched list, we use them as a training set [10].

### Table 4. Evaluation metric results 1

<table>
<thead>
<tr>
<th>Recommendation method</th>
<th>Movies HR</th>
<th>Movies NDCG</th>
<th>Series HR</th>
<th>Series NDCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB</td>
<td>0.36</td>
<td>0.21</td>
<td>0.29</td>
<td>0.17</td>
</tr>
<tr>
<td>MF&amp;KNN</td>
<td>0.25</td>
<td>0.12</td>
<td>0.12</td>
<td>0.06</td>
</tr>
<tr>
<td>NCF-A</td>
<td>0.85</td>
<td>0.66</td>
<td>0.80</td>
<td>0.51</td>
</tr>
<tr>
<td>NCF-D (1,0)</td>
<td>(0.66, 0.44)</td>
<td>(0.60, 0.22, 0.44)</td>
<td>(0.24, 0.30)</td>
<td>(0.13)</td>
</tr>
</tbody>
</table>

Table 4 shows (HR & NDCG) for the four-recommendation method. In the NCF-D method, we will symbolize the last watched item with 1 over the threshold and 0 otherwise.

### 3.3.2 Percentage of correctly captured predictions

It represents the percentage of the recommendations, which has at least a given number of successful recommendations.

### 3.3.3 Diversity measures

Most researches aimed mainly on enhancing the efficiency of recommender systems and relatively on developing the utility of the recommendation list. Therefore, we assessed the diversity of items on the recommendation list.
We adopted the definition of set diversity [11] to model diversity as the aggregate, or, identically, an average difference of all pairs of items in the set. Specifically, given a distance function, \( d: I \times I \rightarrow R \), such that \( d(i, j) \) is the distance or difference between elements \( i, j \in I \), the diversity \( f_D(R) \) is the average dissimilarity of all pairs of elements contained in \( R \) as in Equation (2).

\[
 f_D(R) = \frac{1}{p(p-1)} \sum_{i \in R} \sum_{j \in R, j \neq i} d(i, j) \quad \ldots (2)
\]

Where \( p = |R| \). Here we assume that this distance function is symmetric (\( d(i, j) = d(j, i) \)).

Table 6 shows the diversity value based on category, then all features for the four recommendation methods.

<table>
<thead>
<tr>
<th>Recommendation method</th>
<th>Movies</th>
<th>Series</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diversity based on category only</td>
<td>Diversity based on all features</td>
</tr>
<tr>
<td>CB</td>
<td>0.51</td>
<td>0.83</td>
</tr>
<tr>
<td>NCF-A</td>
<td>0.75</td>
<td>0.90</td>
</tr>
<tr>
<td>MF&amp;KNN</td>
<td>0.59</td>
<td>0.86</td>
</tr>
<tr>
<td>NCF-D</td>
<td>0.78</td>
<td>0.93</td>
</tr>
</tbody>
</table>

3.3.4 Coverage

Item coverage measures the proportion of items a recommender system can recommend from the entire item space [27]. Fig. 4 shows item coverage of recommendation lists produced by different recommender systems for series then movies.

3.3.5 Novelty

An item will be considered novel if it is difficult to find in a given dataset. The degree of difficulty in discovering a new item will depend on the ratings that an item receives [28]. In our case, we will rely on the number of times that an item has been watched. Wherever the viewership of recommended items is less (the item is watched once or never watched \( \{0, 1\} \)), it is better to be recommended. Fig. 5 represents the percentage of recommended items viewership by total users for each recommended item in the top 10 for the series.

3.3.6 Item Coverage

Fig. 5 The percentage of recommended items viewership \((0, 2], [2, +\infty \] \) by total users for each recommended item in the top 10 for series by each recommendation method.

Fig. 6 represents the percentage of recommended items viewership by total users for each recommended item in the top 10 for movies.
Fig. 6 represents the percentage of recommended items viewership \( ([0, 2], [2, ∞]) \) by total users for each recommended item in the top 10 for movies by each recommendation method.

Table 7. Evaluation metric results

<table>
<thead>
<tr>
<th>Recommendation method</th>
<th>Movies</th>
<th>Series</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB</td>
<td>0.42%</td>
<td>0.85%</td>
</tr>
<tr>
<td>NCF-A</td>
<td>0.03%</td>
<td>9.68%</td>
</tr>
<tr>
<td>MF&amp;KNN</td>
<td>5.46%</td>
<td>28.78%</td>
</tr>
<tr>
<td>NCF-D</td>
<td>3.27%</td>
<td>1.03%</td>
</tr>
</tbody>
</table>

IV. Results and Discussions

Firstly as preliminary insight into results, we’ll show the percentage of common categories for the users between their watched items during training phase and each recommended item in the top 10 list for movies then series by each recommendation method.

In Fig 7 we noticed that NCF-D method has the most common categories in recommendation methods for the percentage of users 75% - 100% and that for movies and series.

Table 8. Partial Ordering of RSs for the various evaluation methods on series

<table>
<thead>
<tr>
<th>HR &amp; NDCG</th>
<th>Mean- PCCP</th>
<th>Coverage</th>
<th>Mean of novelty</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximal</td>
<td>NCF-A</td>
<td>CB</td>
<td>MF&amp;KNN</td>
<td>NCF-D</td>
</tr>
<tr>
<td>Upper-Intermediate</td>
<td>NCF-D</td>
<td>NCF-A</td>
<td>NCF-D</td>
<td>NCF-A</td>
</tr>
<tr>
<td>Intermediate</td>
<td>CB</td>
<td>MF&amp;KNN</td>
<td>NCF-A</td>
<td>NCF-A</td>
</tr>
<tr>
<td>Minimal</td>
<td>MF&amp;KNN</td>
<td>NCF-D</td>
<td>CB</td>
<td>CB</td>
</tr>
</tbody>
</table>

Table 9. Partial Ordering of RSs for the various evaluation methods on movies

<table>
<thead>
<tr>
<th>HR &amp; NDCG</th>
<th>Mean-PCCP</th>
<th>Coverage</th>
<th>Mean of novelty</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximal</td>
<td>NCF-A</td>
<td>CB</td>
<td>MF&amp;KNN</td>
<td>NCF-D</td>
</tr>
<tr>
<td>Upper-Intermediate</td>
<td>NCF-D</td>
<td>MF&amp;KNN</td>
<td>NCF-D</td>
<td>NCF-A</td>
</tr>
<tr>
<td>Intermediate</td>
<td>CB</td>
<td>NCF-A</td>
<td>CB</td>
<td>CB</td>
</tr>
<tr>
<td>Minimal</td>
<td>MF&amp;KNN</td>
<td>NCF-D</td>
<td>MF&amp;KNN</td>
<td>NCF-A</td>
</tr>
</tbody>
</table>
According to this ordering, NCF-A is the most optimal algorithm in terms of relevance (i.e., the algorithm with the best-perceived relevance) for two datasets. On the contrary, MF&KNN is the least optimal algorithm for them. The second column of the table shows the partial ordering according to Mean-PCCP. CB is the algorithm that mostly matched users' interests in general for the two datasets, while MF&KNN showed fewer matches to users' interests in them.

The third column of the table shows the partial ordering according to the coverage. MF&KNN is the most optimal algorithm for the series. However, the most optimal algorithm for movies is NCF-A, whereas the least optimal algorithm for series and movies are CB and MF&KNN, respectively.

The fourth column of the table shows the partial ordering according to the novelty. MF&KNN is the most optimal algorithm for two datasets, while the least optimal algorithm for series and movies are CB and NCF-A, respectively.

The last column of the table shows the partial ordering according to the diversity. NCF-D is the maximal algorithm for the two datasets, while CB is the minimal algorithm.

V. Conclusions

In general, we choose the recommendation method according to the application context. This paper experimented with four different types of RS methods to highlight the best use-cases for each method. Furthermore, we presented their differences based on multiple factors, adopting an offline evaluation approach. Therefore, we suggest using an online evaluation approach to test the RSs we previously mentioned and re-analyze the results in future studies.
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