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Abstract—The endeavour of predicting stock prices 
using different mathematical and technological methods 
and tools is not new. But the recent advancements and 
curiosity regarding big data and machine learning have 
added a new dimension to it. In this research study, we 
investigated the feasibility and performance of the 
multiple linear regression method in the prediction of 
stock prices. Here, multiple regression was used on the 
basis of the incremental machine learning setting. The 
study conducted an experiment to predict the closing 
price of stocks of six different organizations enlisted in the 
Dhaka Stock Exchange (DSE). Three years of historical 
stock market data (2017-2019) of these organizations 
have been used. Here, the Multiple Regression, Squared 
Loss Function, and Stochastic Gradient Descent (SGD) 
algorithms are used as a predictor, loss function, and 
optimizer respectively. The model incrementally learned 
from the data of several stock-related attributes and 
predicted the closing price of the next day. The 
performance of prediction was then analysed and 
assessed on the basis of the rolling Mean Absolute Error 
(MAE) metric. The rolling MAE scores found in the 
experiment are quite promising. 

Index Terms—Dhaka Stock Exchange (DSE), 
Incremental learning, Multiple linear regression, 
Prediction, Stochastic Gradient Descent (SGD), Stock 
market 

I. INTRODUCTION
tock market is one of the most stochastic financial
sectors of today’s world. The economic condition 

of a country is largely impacted by the movement of its 
stock market. Although the Efficient Market 
Hypothesis (EMH) indicates the impossibility of 
consistently predicting the movements of the market, 
the practice of leveraging the power of machine 
learning techniques in stock trading is rising day by day 
[1]. 
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Along with the fundamental and technical analysis, 
which are being used traditionally, several machine 
learning algorithms seem to be effective to some extent 
in some cases [2]. The rapid improvement of the 
capability of computing devices has simplified the 
implementation of these highly data-intensive 
algorithms. Besides, real-time predictive analytics is 
getting much more attention in recent times, especially 
in the highly dynamic economic and financial sectors. 
Since the stock market data can be considered as 
streaming data, stock trading can also be benefited by 
using real-time predictive analytics [3]. In terms of 
machine learning for streaming data, the approach of 
incremental learning is often more helpful than its 
batch learning counterpart [4, 5]. There are several 
machine learning algorithms that are suitable to use 
based on the setting of incremental learning. One such 
algorithm is Linear Regression which is very effective 
in the prediction of time-series data like those of stock 
markets [6]. 

While the batch learning approach of machine 
learning has its own set of advantages, the necessity of 
incremental learning is increasing day by day. In 
today’s stock market of high-frequency trading, this 
necessity is significantly relevant. An automated stock 
prediction system, based on an incremental learning 
mechanism, could be of great use in terms of getting 
market insights and making decisions instantaneously. 

This research study is conducted using a Multiple 
Linear Regression (MLR) model. The model is 
designed and implemented based on an incremental 
learning setting. One of the aspects of incremental 
learning for streaming data is the ability of learning and 
predicting instantaneously which demands a model 
that should be computationally less expensive. A 
simple but effective machine learning algorithm like 
linear regression is a suitable candidate in this regard 
[7]. The study used stock data of six organizations 
(Dhaka Bank Ltd., BRAC Bank Ltd., BEXIMCO 
Pharmaceuticals Ltd., The ACME Laboratories Ltd., 
Aramit Cement Ltd., and Confidence Cement Ltd.) 
enlisted in the Dhaka Stock Exchange (DSE) [8]. 
Among these there are two private banks, two 
pharmaceutical companies and two cement companies. 
Historical stock data of three consecutive years (2017, 
2018, and 2019) of these organizations have been used. 

The objective of this research was to come up with 
an incremental learning-based model that could be 
used to predict the closing price of stocks with an 
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acceptable degree of accuracy. The model is expected 
to have the ability to be used in the production 
environment. 

The nature of the stock market is highly non-
stationary [9]. Therefore, there is less or no chance of 
a system to be developed that can impose certainty on 
this randomness. Notwithstanding, an Artificial 
Intelligence (AI)-powered automated system, capable 
of predicting the closing price of stocks within an 
acceptable range of deviations, can be considered 
valuable in terms of getting market insights and 
decision-making [10]. Such a system should have 
significant demands among stock traders and investors 
[11]. 

The result of this experiment shows a significantly 
satisfactory predictive performance of the model. 
Though, at some points in time, there are few abnormal 
predictions, mainly due to the abnormal changes in the 
actual prices. But the rapid adaptability with the latest 
trend and the overall consistent decrease of the MAE 
scores indicate the strength and potential reliability of 
the model. The outcome of this research has a potential 
for the development of an artificially intelligent 
automated stock price prediction system that could 
provide services to its possible clients and customers. 

This research study is organized into multiple 
sections. Section Ⅰ introduces the overall concepts of 
the research, section Ⅱ contains a glimpse and insights 
of the resources which have been studied for this 
research, section Ⅲ focuses on the methodology used 
to conduct the research, section Ⅳ discusses the 
implementation of the incremental learning model, 
section Ⅴ contains the analysis of the experimental 
results, and finally, section Ⅵ concludes the overall 
research findings. 

II. LITERATURE REVIEW
Curiosity and the attempt of predicting something is 

an inherent human nature. When it associates with risk 
and money, like predicting the movement of the stock 
market, it becomes particularly of special interest and 
fascination [12]. With the advancements of computing 
devices and algorithmic techniques, research on 
predicting the stock market has increased dramatically. 
The impact of various parameters on the movement of 
stock prices is being studied quantitatively in a more 
structured and rigorous way [13]. Different machine 
learning algorithms are being trained on these 
parameters, including some parameters regarding 
public sentiment, and their performances of predictions 
are being evaluated from different points of view. 

With the unprecedented increase in the amount of 
data, the technologies of managing and utilizing those 
are being improved rapidly [14]. Business 
organizations are realizing the necessity of using the 
insights of these tremendous amounts of data to make 
more effective data-driven decisions [15]. Many of 
these data come in the form of streaming data from 
different sources. Often it seems helpful to get insights 
and predict trends based on these data instantaneously. 

The necessity of incremental learning is realized in this 
context. Incremental learning has several benefits over 
batch learning. Unlike batch learning, incremental 
learning doesn’t forget previous knowledge which 
makes this approach to learning even more natural 
[16]. Another advantage is- in the case of incremental 
learning, data can be loaded into the memory of the 
computer successively instead of all at once [17]. 
Therefore, if the dataset is too large to fit into the 
memory, incremental learning can be an option of 
choice [18]. Stock market data are dynamic and have a 
streaming nature. Very often decisions are required to 
be made on the fly in a high-frequency trading 
environment. This is a suitable scenario where the 
techniques of incremental learning can be 
implemented. 

Predicting stock prices is a regression problem that 
falls under the supervised learning category. Many 
algorithms have been devised and tested for solving 
regression problems. Algorithms like Linear 
Regression and Support Vector Machine (SVM) are 
linear in nature [19]. On the other hand, ensemble 
methods like Random Forest, Bagging, Boosting, etc. 
are composed of multiple models [20]. The 
implementation of neural networks has gained much 
popularity in recent years [21-23]. The power of neural 
networks comes with the cost of powerful computing 
devices and time. These computational expenses 
sometimes make neural networks less suitable for 
many applications. 

S. Banerjee, N. Dabeeru and R. Lavanya tried to get
a suitable regression model between simple and 
multiple linear regression to predict the stock prices in 
their paper [24]. Where the multiple linear regression 
model seems to do better. Besides, the usability of 
Principal Component Analysis (PCA) and Support 
Vector Machine (SVM) in cooperation with multiple 
linear regression was also demonstrated. 

The research of Md. F. Hossain et al. is aimed to 
investigate the applicability of SVM in the prediction 
of stock prices [25]. The performance of SVM was 
compared to some other traditional methods like Single 
Exponential Smoothing (SES), Double Exponential 
Smoothing (DES), and Autoregressive Integrated 
Moving Average (ARIMA). Among these, the SVM-
based model seems to do better. 

In their study, N. Hasan and R. I. Rasel proposed to 
use an Artificial Neural Network (ANN), which is 
basically a three-layer perceptron model (a feed-
forward neural network), in association with a 
windowing operator [26]. Here, the sigmoid function 
was used as the activation function and the Sliding 
Window Validation was used as a validation technique. 
The evaluation metrics used were Root Mean Square 
Error (RMSE) and Mean Absolute Percentage Error 
(MAPE). 

The objective of the paper of Mustain B. Rubel et al. 
is to explore an efficient method for predicting the 
closing price of different stocks of the Dhaka Stock 
Exchange (DSE) [27]. They applied Artificial Neural 
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Network (ANN) and Adaptive Neuro-Fuzzy Inference 
System (ANFIS) on the historical stock data of several 
companies. The research found ANFIS as a 
significantly effective technique for predicting closing 
prices. 

The paper of David M. Q. Nelson et al. investigates 
the applicability of the Long Short-Term Memory 
(LSTM) network, which is a variant of the Recurrent 
Neural Network (RNN), to anticipate future trends in 
the prices of stocks using historical data [28]. They also 
considered some indicators of technical analysis. The 
model was assessed by several metrics. The 
performance was compared with that of some other 
machine learning algorithms to test its capability. The 
results obtained were quite satisfactory. It has 55.9% 
accuracy on average, in terms of predicting the 
movement of the prices of stocks in the imminent 
future. 

G. Montana and F. Parrella proposed an algorithm, 
based on Support Vector Regression (SVR), to mitigate 
the drawbacks of batch learning and incorporate 
incremental learning ability for streaming data [29]. 
They tried to solve the problem from the perspective of 
algorithmic trading. 

There are several techniques for solving regression 
problems, and new techniques are being developed and 
improved regularly. While traditional techniques like 
simple and multiple linear regression, Autoregressive 
Integrated Moving Average (ARIMA), Support Vector 
Machine (SVM), etc. are common in use, more 
sophisticated techniques like Random Forest, Bagging, 
Boosting, Neural Networks, etc. are gaining attention 
as well [30, 31]. Computational expenses can be a 
reason for some sophisticated techniques to be less 
suitable for some applications. In those cases, 
traditional techniques might be considered more 
suitable. Another aspect is, some algorithms are 
inherently capable of functioning based on an 
incremental learning setting, whereas some need to be 
modified or redesigned to accomplish the goal. 

III. METHODOLOGY 
The incremental learning process model is shown 

below in Fig. 1. Three years of historical stock price 
data from the year 2017 to 2019 of six enlisted 
companies of the Dhaka Stock Exchange (DSE) were 
used to predict the closing price. These organizations’ 
data were used to train the model and do the prediction 
at the same time. 

 
Fig. 1. Incremental learning process model 

In the case of time series data, there is no way to split 
it randomly since the sequence of time will break. Our 
algorithm first takes the first sample of the entire 
dataset and does the prediction, performance 
evaluation, structural break checking, and model fitting 
as shown in Fig 1. Then it proceeds to the second 
sample and performs the same process. The whole 
process continues sequentially till the last sample of the 
dataset. Here, prediction can be considered as testing, 
and model fitting can be considered as training; both of 
these are done for each sample of the dataset in one 
iteration dedicated to each one. Therefore, there is no 
need to split the data into train and test sets. It is also 
noticeable that the prediction or testing is done prior to 
the fitting or training phase as opposed to the typical 
machine learning approach. This is done due to the 
reason that we want to know the performance of the 
model first by testing it for a sample and then train or 
adjust the structural break of the model for the same 
sample. This happens for each successive sample of the 
dataset and thus the model learns incrementally. The 
performance of prediction was evaluated using the 
Mean Absolute Error (MAE) metric. 

IV. INCREMENTAL LEARNING MODEL 
IMPLEMENTATION 

The implementation of the incremental learning 
model can be broken down into different stages such as 
data acquisition, data processing, feature selection, and 
implementation of the incremental learning model 
itself. 

In the data acquisition step, three years of historical 
stock price data, from 2017 to 2019, of the selected 
stocks of the Dhaka Stock Exchange (DSE) were 
collected from Kaggle [32]. 

In the data processing step, the data were 
transformed into the intended format required in the 
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following steps. The samples were sorted by ascending 
order of date. Then the date was converted to the 
ordinal date format to make it suitable for the 
incremental learning model. 

Features were selected based on the Pearson 
Correlation Coefficient (PCC). Nine features were 
selected for training the model to predict the target 
variable, i.e., the closing price of the next day. These 
features were date, last traded price, highest price, 
lowest price, opening price, yesterday’s closing price, 
total trade, value (in million), and volume. The Pearson 
correlation coefficient for Dhaka Bank Ltd. of DSE is 
shown below in Table I. 

TABLE I 
PEARSON CORRELATION COEFFICIENT FOR FEATURES 

AND TARGET 
 

Feature Variable PCC Target Variable 

Last traded price 0.947 

Closing Price 

Highest price 0.956 

Lowest price 0.954 

Opening price 0.953 

Yesterday’s closing price 0.995 

Total trade 0.423 

Value (in million) 0.476 

Volume 0.411 

In multiple regression, the target variable is 
predicted based on multiple feature variables [33]. To 
accomplish this goal a hypothesis should be 
constructed as a function of the feature variables. This 
is a linear function that can be expressed generally as 
shown in (1). 

 
𝑦 = ℎ𝜃(𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛)  

= 𝜃0 + 𝜃1𝑥1 + 𝜃2𝑥2 + 𝜃3𝑥3 + ⋯ + 𝜃𝑛𝑥𝑛 (1) 
 

Here, 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛  are feature variables and 𝑦 is 
the target variable. 𝜃0, 𝜃1, 𝜃2, … , 𝜃𝑛 are parameters. 

The hypothesis function in (1) aims to map the 
feature variables (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛) with the target 
variable (𝑦) based on different values of the 
parameters (𝜃0, 𝜃1, 𝜃2, … , 𝜃𝑛). This mapping provides 
an estimated value of 𝑦. Each combination of the 
values of parameters provides an estimated value of 𝑦 
for each value of 𝑥. Here the difference between the 
actual and estimated values of 𝑦 will indicate whether 
the set of parameter values is optimal or not. The 
optimal set of the values of parameters would be that 
one for which this difference is minimum. To check the 
optimality, based on difference, a cost function is used 
[34], as shown in (2). 

 
𝐽(𝜃0, 𝜃1, 𝜃2, … , 𝜃𝑛)  

=
1

2𝑚
∑(ℎ𝜃(𝑥1

(𝑖)
, 𝑥2

(𝑖)
, 𝑥3

(𝑖)
, … , 𝑥𝑛

(𝑖)
) − 𝑦(𝑖))2

𝑚

𝑖=1

 
(2) 

Here, m is the number of total training samples. 

The cost function in (2) can be plotted in a multi-
dimensional space where the independent variables are 
𝜃0, 𝜃1, 𝜃2, … , 𝜃𝑛, and the dependent variable is the cost, 
𝐽. Our goal is to get the minimum value of the cost 
function. The set of values of the parameters associated 
with this minimum cost is considered optimal. For this 
set of parameters, the hypothesis provides the best-
fitted straight line which maps the features with the 
target in the best possible way. 

In order to get the minimum value of the cost 
function another function is used which is called the 
optimization function or optimizer [35]. There are 
several functions that can be used as an optimizer. A 
frequently used optimizer is Gradient Descent [36], as 
shown in (3). The process in (3) starts with some 
arbitrary values of 𝜃0, 𝜃1, 𝜃2, … , 𝜃𝑛 and keeps changing 
the values to reduce  
𝐽(𝜃0, 𝜃1, 𝜃2, … , 𝜃𝑛) until it hopefully ends up at a 
minimum. 

 

𝜃𝑗 ∶= 𝜃𝑗 − 𝛼
𝜕

𝜕𝜃𝑗

𝐽(𝜃0, 𝜃1, 𝜃2, … , 𝜃𝑛) 
 

(for 𝑗 = 0,1,2, … , 𝑛) (3) 
 

Here, 𝛼 is the learning rate that determines how fast 
the intended minimum of the cost function would be 
approached. Special care should be taken in 
determining the value of 𝛼, because a too small value 
of 𝛼 can make the gradient descent process 
significantly slow. On the other hand, a too large value 
of 𝛼 can cause the gradient descent to overshoot the 
minimum. Therefore, it may fail to converge or even 
may diverge. 

In an ideal case, the gradient descent process is 
expected to converge to the minimum value of the cost 
function for which the associated set of parameters 
(𝜃0, 𝜃1, 𝜃2, … , 𝜃𝑛) would be considered optimal. The 
hypothesis function will then provide the best fit line 
based on this set of parameters. 

Incremental learning deals with the concept drift of 
the relevant parameters of a system [37]. In contrast to 
batch learning, the focus of incremental learning is 
mainly on the adjustment of this concept drift. 
Therefore, the incremental version of the multiple 
regression differs from its batch counterpart basically 
in the formulation of the cost function and optimizer. 
While batch learning takes all the training samples at 
once, incremental learning takes only one sample at a 
time. Hence, the formulation of the cost function and 
optimizer is done based on only one sample in an 
incremental mode, instead of all the training samples. 
As a result, as indicated below in (4), the incremental 
cost calculation does not consider the overall training 
sample size. 

 
𝐽(𝜃0, 𝜃1, 𝜃2, … , 𝜃𝑛)  

=
1

2
(ℎ𝜃(𝑥1

(𝑖)
, 𝑥2

(𝑖)
, 𝑥3

(𝑖)
, … , 𝑥𝑛

(𝑖)
) − 𝑦(𝑖))2 (4) 
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The incremental version of the gradient descent 

method resembles that of the batch version as shown in 
(3). But unlike the batch version, it optimizes the 
parameters for only one sample at a time instead of all 
training samples. 

In our research study, a multiple regression model 
was implemented as a hypothesis or predictor function. 
The incremental version of the Squared Loss function 
and Stochastic Gradient Descent (SGD) algorithm 
were used as the loss function and optimizer 
respectively. These techniques were applied in 
accordance with the incremental learning approach 
depicted in Fig. 1. 

The closing price of the next day of a particular stock 
was predicted and the performance of the prediction 
was evaluated in terms of rolling Mean Absolute Error 

(MAE). The rolling window size was twelve, i.e., the 
average score of MAE of the previous twelve days was 
considered to update the metric for each sample. 

In this research study, the experiment was conducted 
using Python programming language. To perform 
Exploratory Data Analysis (EDA) and machine 
learning related tasks several Python libraries were 
used. These libraries are Pandas [38], Numpy[39], 
Matplotlib [40], and River [41]. 

V. EXPERIMENTAL RESULTS 
Experiments have been done multiple times to get an 

optimal set of hyper-parameters settings. Besides, 
special care was taken so that no known bias could be 
introduced. The closing prices, both actual and 
predicted, with respect to date, are shown in Fig. 2.

Fig. 2.  Actual and predicted closing prices of different companies
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From Fig. 2 we can observe that the trend of changes 
in the actual and predicted closing prices is similar for 
both banks, i.e., Dhaka Bank, and BRAC Bank. We 
also observed that the model started performing better 
from slightly before the year 2018 till the end. 
Similarly, both pharmaceutical companies, i.e., 
BEXIMCO and ACME also show a similar trend in 
terms of the change in the actual and predicted closing 

prices. Though there are a few abnormal predictions, 
the overall predictive performance is good. 

Unlike the banks and pharmaceuticals, there is no 
similarity in the change in actual and predicted closing 
prices between the two cement companies, i.e., Aramit 
Cement, and Confidence Cement as shown in Fig 2. 
Even though there are several abnormal predictions, 
the overall performance is pretty good. The MAE of 
predictions with respect to date is shown in Fig. 3.

Fig. 3.  Trend of the changes of MAE of different companies 
 
The change in MAE of predictions with respect to 

date reflects the gradual improvement of the model, 
shown in Fig. 3. Though the MAE suddenly increases 
several times for BEXIMCO Pharmaceuticals, ACME 
Laboratories, and Confidence Cement, the overall 

tendency of MAE is toward the decreasing mode for all 
the companies. 

Table II shows several successive MAE scores with 
90 days of time intervals for each of the companies.

 
TABLE II 

SUCCESSIVE MAE SCORES WITH 90 DAYS INTERVAL 
 

Companies 
MAE Score 

After 1 day After 90 
days 

After 180 
days 

After 270 
days 

After 360 
days 

After 450 
days 

After 540 
days 

After 630 
days 

After 720 
days 

Dhaka Bank 18.200 0.211 0.573 0.400 0.251 0.145 0.159 0.227 0.221 
BRAC Bank 64.200 6.601 1.270 1.443 1.710 0.584 1.343 0.859 0.536 
BEXIMCO 
Pharmaceuticals 81.200 1.505 1.359 5.214 2.319 1.536 1.062 1.068 2.512 

ACME 
Laboratories 102.000 0.779 0.561 1.600 1.083 1.009 1.249 0.765 0.586 

Aramit Cement 40.900 0.606 1.082 0.671 0.255 0.680 1.148 0.275 0.685 
Confidence 
Cement 113.600 1.529 2.183 5.265 14.015 2.670 14.951 11.304 3.202 
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The experimental results as shown in Fig. 2, Fig. 3, 
and Table II reflect the fluctuating nature of the stock 
market, which is quite natural. At some points in time, 
the actual prices for some organizations changed 
abnormally, possibly due to many other secondary 
factors that affect stock prices. The abnormal spikes in 
the graphs of predictions reflect this fact. But the model 
seems to update itself and comply with the latest trend 
very rapidly. This is the strength of the model. Apart 
from this, the changes in MAE scores with respect to 
date, as shown in Fig. 3, are also satisfactory. 
Therefore, the performance of the model seems quite 
promising from an overall perspective. 

VI. CONCLUSION 
Predicting the movement of the stock market is a 

very complicated job as there are many hidden 
parameters associated with it that affect the trend of the 
market. The impact of intangible parameters which are 
related to national and international politics, and socio-
economic aspects are very hard to study in a 
quantitative manner. Nevertheless, the attempt of 
predicting the market can provide some valuable 
insights to make effective data-driven decisions. This 
research study investigated the applicability of the 
multiple linear regression model for predicting stock 
prices in an incremental learning setting. Based on the 
study, the gradual improvement and performance of the 
model seem quite promising. 
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