
Abstract—Speech Emotion Recognition (SER) plays a 
predominant role in human-machine interaction. SER is a 
challenging task because of number of complexities involved in 
it. For an accurate emotion classification system, feature 
extraction is the first and important step carried out on speech 
signals. And after the features are extracted, it is very 
important to select the best features out of all and reject the 
redundant and least important features. Feature selection 
methods play an important role in SER performance. The 
classifier gets the selected features, so as to reduce the 
unnecessary overload and perform better to classify the 
emotions. In this study, a good combination of features is 
selected from Punjabi Emotional Speech Database. Then a 
number of feature selection algorithms are explored and 
experimented upon, to select the best features. 1D-CNN is used 
for classification purpose. The results are shown and compared 
on the basis of number of performance metrics. LASSO has 
shown the best performance results as compared to other 
feature selection methods. 

Index Terms— Speech, features, feature extraction, feature 
selection, CNN, Punjabi 

I. INTRODUCTION

Human beings use speech as the natural and most common 
mode of interaction among themselves. The researchers 
have been motivated to develop methods in human-machine 
interaction, using speech signals as their field of research 
[1][2]. A lot of information is embedded in the speech 
signals, in the form of emotions. There should be a machine 
which is intelligent enough to recognize emotions from a 
human’s speech. The researchers are exploring the human 
audio speech to judge the emotions in context with many 
medical and other applications [3]. 
People in various different regions throughout the world, 
exhibit distinct languages, styles of speaking, speaking rates, 
ethnic and societal backgrounds. This difference in the 
cultural perspectives, makes the process of SER very 
challenging[2]. 
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Preparing/ choosing an emotional speech database is the 
foremost and first step in SER. A predominant ingredient of 
SER is to extract the speech features that represent the 
emotions hidden within the speech effectively. The 
accomplishment of SER system is dependent on the dataset, 
standard of features representing the emotions, and 
classifiers used for training the system [4][5]. But the 
feature extraction algorithms may produce a large number of 
features, all of which may not be effective for the 
classification process. There is another process, known as 
feature selection, that has an important place between 
feature extraction and classification processes. In other 
words, feature selection is a procedure, where a subset of 
appropriate features is selected, that is used to identify a 
dataset with a purpose to improve the performance of an 
algorithm for some intended work. The extracted features 
may consist of unrequired, redundant and irrelevant data that 
do not put up to the model’s performance or may even 
decrease the accuracy. So, the selection of relevant features 
has become necessary. Accuracy of classification may get 
improved by feature selection, and it may minimize the 
complexity of the algorithms. There are some factors which 
also suggest that some feature selection algorithms may not 
improve the SER performance, due to their inefficiency to 
cope up with the type of data and feature correlations 
[4][5][6][7][8].  
In this research paper, the focus is on the effect of various 
feature selection algorithms on SER for Punjabi language. 
Punjabi speech emotion dataset is prepared for 
implementing emotion recognition from Punjabi audio 
speech signals[9]. A number of different sets of features are 
explored and a set of 16 features is selected for this research 
[10]. So, a number of features are then extracted using 
various methods of extracting features from speech signals. 
A number of feature selection methods such as Least 
Absolute Shrinkage and Selection Operator (LASSO), 
ANOVA, Recursive Feature Elimination (RFE), t-statistics, 
are then applied on set of extracted features separately, to 
experiment their effect on the classification process. Then 1-
D Convolutional Neural Network (CNN) is used as 
classifier to recognize emotions from speech. 
The prime contribution of this research work is summarized 
as follows: 
• A Punjabi audio speech emotional database is prepared,

with 15 non-professional speakers, including 8 females
and 7 males, with age ranging between 20-45 years. 6
basic emotions, namely, anger, happy, fear, neutral,
sad and surprise, are chosen. 10 Punjabi sentences are
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selected for recording purpose, which are neutral in 
nature. So, 10 sentences are recorded per emotion per 
speaker, yielding a total of 900 utterances, with 150 
utterances per emotion[9].   

• A technique is proposed to extract a number of features
from Punjabi emotional speech dataset. Different types
of feature extraction methods used in this research
work involve - Mel spectrogram, MFCC, contrast,
pitch, chroma, zero crossing rate, LPCC, tonnetz,
formant, jitter, shimmer, entropy, duration, harmonic,
PLP and energy[10].

• Four feature selection methods are implemented,
including LASSO, ANOVA, RFE, t-statistics, to select
relevant features from the total features extracted.

• A CNN model is evolved to give the selected features
as input to train it, and then test it, to recognize
emotions from Punjabi speech.

• The overall experiments involve the SER process on
Punjabi language sentences, with different feature
selection algorithms, so as to measure the achievement
of these feature selection methods and focusing on
their importance in the complete process of SER.

• Performance metrics chosen to compute the results for
different feature selection algorithms involve -
accuracy, recall, precision and F1-score. The results
obtained for different algorithms are compared based
on these metrics.

The rest of the paper is organized as follows: section 2 
describes in detail the proposed SER process, including 
database, feature extraction method, feature selection 
methods and the classifier model. Section 3 elaborates the 
experiments, their results and analysis in detail. The next 
section discusses and concludes the work along with its 
future scope. 

II. SPEECH EMOTION RECOGNITION PROCESS 

SER has been an emerging field since few years. In 
literature, various foreign languages are explored by 
researchers, including Chinese SER with Deep Belief 
Network [11], Mandarin [12], Persian[13] using Hidden 
Markov Model with 79.50% performance accuracy, for 
Polish[14] using k-nearest neighbor, Linear Discriminant 
Analysis, with performance of 80%. Emotion recognition 
has been improved by combining feature selection 
approaches, ranking models, and Fourier parameter models, 
as well as validating the models against standardized 
existing speech datasets including CASIA, EMODB, 
EESDB, FAU Aibo and LDC [15]–[17]. On Berlin EmoDB 
of speaker-dependent and speaker-independent tests, 2D 
CNN LSTM network achieves recognition accuracies of 
95.33 percent and 95.89 percent, respectively. This contrasts 
favorably with the accuracy of 91.6% and 92.9% attained by 
conventional methods [18]. Eight emotional classes from the 
Ryerson Recordings-Visual Database of Emotional Speech 
and Song audio are used to train three proposed models 
(RAVDESS). The proposed models outperformed state-of-
the-art models utilizing the same dataset, achieving overall 
precision between 81.5 percent and 85.5 percent[19]. 

   For Indian languages, [20] has shown work for 
Assamese using Gaussian Mixture Model, with performance 
of 74% and highest mean classification score as 76.5 and 
[21] has shown work for Odia language using prosodic
features and Support Vector Machine, with 75%
performance. Tamil has been explored by [22] with 71.3%,
Bengali by [23] with 74.26%, Malayalam by [24] with
Support Vector Machine and Artificial Neural Network with
88.4% performance, Telugu by [22], [25] with performance
of 81% and Hindi with 74%[26]. Using an adaptive artificial
neural network, emotion recognition from a Marathi speech
database has also been accomplished. The experimental
research showed that the proposed model is 10.85% more
accurate than the standard models[27]. Figure 1 illustrates
the SER process.

Fig. 1: SER Process 

A. Emotional Speech Corpus Preparation

As there is no standard about the properties of a particular 
database, and there was no database that existed for Punjabi 
language, so for this research work, the authors have 
prepared Punjabi emotional speech database (PESD), with 
15 non-professional speakers, including 8 females and 7 
males, with age ranging between 20-45 years. The reason 
behind taking this mid age group is the voice clarity. The 
voice clarity and consistency of speech is low in a child and 
an old person as compared to a mid-age person. Also, 
gender has an impact on speech features such as pitch, 
intensity, etc. That is why, a balance is maintained while 
gender selection, so that the features are not more biased 
towards particular gender. 
6 basic emotions, namely, anger, happy, fear, neutral, sad 
and surprise, are chosen. The evolutionary theory defines 
the big six model, which is the most fundamental set of 
emotions including anger, happiness, neutral, sadness, fear, 
and surprise. So, these standard emotions are taken into 
consideration for both databases. There is acoustic 
difference and similarities between different emotions. 
According to studies, the acoustic characteristics of 
happy/angry and sad/neutral are comparable. Longer 
utterances, shorter inter-word pauses, higher pitch, and 
energy values with a larger range are characteristics of 
speech that is connected with anger and enjoyment. Sad 
speech has a slightly higher tone and a wider range than 
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neutral speech. Speaking rate, Root Mean Square (RMS) 
energy, and inter-word are helpful in separating grief from 
other emotions. There is weak acoustic separability between 
anger and happiness. There is also similarity between fear/ 
sadness and happiness/ surprise. 10 Punjabi sentences are 
selected for recording purpose, which are neutral in nature. 
The sentences selected are not specific to any emotion. This 
is done so that the sentence does not sound biased towards a 
particular emotion only, and reflecting other emotions in it 
does not seem difficult. So, 10 sentences were recorded per 
emotion per speaker, yielding a total of 900 utterances, with  
150 utterances per emotion [9]. 
The design of Punjabi emotional speech database is 
summarized in table I as follows: 
 

TABLE I 
DESIGN OF DATABASE 

Specification Value 
Speakers 15 (7 males and 8 females) 
Age 20-45 years 
Emotions 6 (happy, sad, neutral, angry, 

surprise, fear) 
Sentences 10 sentences × 6 emotions × 15 

speakers × 1 session = 900 total  
(150 sentences per emotion) 

 
All the recordings were done at a studio, trying to be done 
without obstacles in the recording path. The recordings were 
done using Sennheiser e835 microphone and audacity 2.2.2 
software. The sampling rate is taken as 16 KHz, represented 
as 16-bit numbers, with mono-channel recording.  
The whole recording process was monitored, with a single 
session, along with feedback and instructions throughout the 
process. The speakers were asked to recall an actual 
circumstance from their past when they had experienced this 
emotion. Following this method, the speakers tried to re-
capture the emotions by developing the same physiological 
effects as in the real situation. The speakers produced each 
of the sentences as many times as they liked with several 
variants of a sentence, and out of those, one was selected for 
further process. 
A listening test was undertaken after the recording session to 
examine if typical listeners could recognize the type or class 
of emotion that the recorded statements belonged to. 
 

B. Signal Pre-processing 

It is always necessary to pre-process the signal to remove 
noise and echo, and for signal smoothening. For this 
research work, the audio files in the database are converted 
in ‘.wav’ format, with mono-channel, 16 KHz sampling rate 
and 16-bit rate, and then pre-processed using various 
standard filters, such as Kalman filter [28], Normalized 
Least Mean Square (NLMS) with FIR filter [29], Wiener 
filter [30][31]. Kalman filter is used for noise reduction, 
NLMS for echo cancellation and Wiener filter for 
smoothening of speech signal.  
The evaluation of speech quality is measured with metrics 
such as Signal to Noise ratio (SNR), Mean Square Error 
(MSE), Root Mean Square Error (RMSE), Mean Absolute 
Error (MAE) and Perceptual Evaluation of Speech Quality 
(PESQ). 
 

Table II summarizes the pre-processing results as follows: 
 

TABLE II 
 OUTPUT OF PRE-PROCESSING 

Emotion Input Speech Signal Output Speech Signal 

SNR MSE RMSE MAE PESQ SNR MSE RMSE MAE PESQ 

Happy 0.43 3.04 1.74 0.22 4.00 11.93 2.40 1.54 0.10 4.40 

Sad 5.25 1.49 1.22 1.97 4.08 6.41 0.97 0.98 1.13 4.23 

Neutral 0.78 4.27 2.06 3.62 1.71 3.70 2.26 1.50 1.98 2.64 

Surprise 0.24 3.90 1.97 0.72 2.53 4.25 2.21 1.48 0.39 3.78 

Fear 0.36 3.24 1.8 1.14 3.61 10.88 2.01 1.41 0.65 4.12 

Anger 0.22 2.23 1.49 2.51 3.25 3.37 1.51 1.22 1.89 4.05 

 

C. Feature Extraction 

After the speech signal is pre-processed, a number of 
features are extracted from the signal, which are now the 
representatives for the human speech uttered. These 
emotions embedded in the input signal, are maximally 
represented by these features [32]. 
There are different types of features, including prosodic 
features such as energy, pitch, zero crossing rate, duration, 
and their derivatives, and spectral features such as Mel 
Frequency Cepstral Coefficients (MFCC), Linear Predictive 
Coding (LPC)  and Linear Prediction Cepstral Coefficients 
(LPCC) [33].  
It has been proved in many researches that fusion of 
different features results in better accuracy as compared to 
using a single feature for the work. For this research work, 
the main challenge is to decide that which features would 
work best for this system out of the several feature 
extraction methods available for the voice stream. As it is 
demonstrated in numerous studies, combining a variety of 
features improves accuracy as compared to employing only 
one feature for the task. This is also true when it comes to 
emotion recognition. So, a combination of number of 
various features are tested with different experiments and a 
set of 16 features is selected. A number of prosodic and 
spectral features are fused together in hybrid form, and 
extracted to enhance the system performance. This impact of 
feature extraction on SER is also shown by authors in [10]. 
In total, 523 features are extracted with details listed in table 
III. 
 

TABLE III 
LIST OF FEATURES EXTRACTED FROM PESD 
Feature Number of 

attributes 
Pitch 181 
Mel Spectrogram 128 
MFCC (Mel Frequency 
Cepstral Coefficient) 

120 

LPCC (Linear Predictive 
Cepstral Coefficients) 

19 

PLP (Perceptual Linear 
Prediction) 

19 

Chroma 12 
Formant 9 
Contrast 7 
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Tonnetz 6 
Shimmer 6 
Jitter 5 
Energy 4 
Entropy 4 
Duration 1 
Harmonic 1 
ZCR (Zero Crossing Rate)  1 

 

D. Feature Selection 

Feature selection is an important step to be followed after 
feature extraction. Feature selection methods select a subset 
of features from the complete set of features extracted. It 
may remove the duplicate features, or the features which are 
of least importance and don’t tend to contribute to the 
system performance. Analysis of large number of features, 
may cause problems, and slow down the learning of SER 
system. Feature selection methods are used to solve this 
problem. The feature selection algorithms may improve the 
classification accuracy, and may reduce the complexity of 
the system. The prime goal of feature selection is to discover 
the variables, which can lead to the best performance of 
classification from the determined feature’s subset. The 
selection of features attempts to strengthen the accuracy and 
performance of classification, by reducing the size of feature 
data set. There is ample number of methods found in the 
literature for feature selection, but not all of them tend to 
improve the success of SER. Some algorithms may also 
reduce the success of SER after reducing the size of feature 
set. Also, there are some methods which are not specific to 
SER, but applicable to some other area of study, which may 
reduce SER performance [5][7][8][34].  

The feature selection algorithms can be broadly 
categorized into three types as shown in figure 2 and 
described briefly. 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
Fig. 2: Types of Feature Selection Methods 
 

i) Filter methods: They use a measure to determine 
whether a particular feature is useful or not. They take 
less time to compute and do not try to overfit the data. 
They are blind to any interactions or correlations 
between characteristics, which is a downside. The 
various algorithms include ANOVA, t-statistics, chi-
square test, F-test, correlation coefficient, etc. 

ii) Wrapper methods: They create models using a 
particular selection of features and rank each feature’s 
significance. Once the ideal subset is found, they repeat 

the process and test a different subset of traits. When 
there are few data points, they have a long computation 
time and have a tendency to overfit the model. They are 
more accurate in making predictions than filtering 
techniques. Exhaustive Feature Selection, Recursive 
Feature Elimination, Sequential Floating Forward 
Selection, and Forward Feature Selection are few of the 
several algorithms. 

iii) Embedded methods: By including feature interactions, 
they combine the advantages of wrapper and filter 
approaches, yet retaining an acceptable computational 
cost. It is incremental and carefully selects the features 
that are most helpful in training for a given iteration. 
The different algorithms include Ridge Regression, 
LASSO and others. 
 

In our research, we have chosen four feature selection 
methods for experiments as we wanted to test at least one 
method out of each category. They are briefly described 
below: 

a) t-statistics: A t-test uses the t-statistics, in order to find 
the rejection or acceptance of null hypothesis. It is 
employed when the standard deviation of population is 
not known, or when the size of sample is small. For 
example, the t-statistic estimates the mean of population 
from a sample distribution if the population standard 
deviation is unknown [35]. 

b) ANOVA: ANOVA stands for Analysis of variance. As 
the name suggests, it uses variance as its parameter to 
compare multiple independent groups. ANOVA can be 
one-way ANOVA or two-way ANOVA. One-way 
ANOVA is applied if there are more than two 
independent groups of a variable [36]. 

c) RFE: RFE is more widely used, for the reason that it 
targets those features which are the most relevant with 
respect to the target variable. It is much effective, and 
easier than other methods to configure and use [37]. 

d) LASSO: The statistical methods may have some 
prediction errors, which are significantly minimized by 
LASSO. LASSO selects every non-zero feature, then 
works on regularising the model parameters, shrinks the 
coefficients of regression, which may lead to some of 
the coefficients as zero. Then it proceeds towards the 
feature selection phase. LASSO gives an upper bound 
to the sum of a model, to act as a constraint, to include 
and exclude some specific parameters [38]. 
 

E. Classification 

A number of classifiers are reported in literature, including 
the conventional ones such as Support Vector Machine [39], 
Gaussian Mixture Model [40], Hidden Markov Model [41], 
k-NN [42], Decision tree, etc. In recent years, many neural 
network models have been designed so as to enhance the 
system performance. Some of these models include 
Convolutional Neural Network [43], [44], Deep Belief 
Network [45], Long Short-Term Memory [46], Recurrent 
Neural Network [47], etc.  
In our experimental work, 1-D Convolutional Neural 
Network (CNN) is used. The model designed consists of 
input layer, then 1D-CNN layer, followed by 4 more 1D-
CNN layers with Batch Normalization, Max Pooling and 
ReLU activation function. There is flatten layer after these, 
followed by two fully connected dense layers with Softmax 
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activation function. The Batch Normalization layer is used 
to avoid overfitting. When applying batch normalization, an 
input feature is always in conjunction with other features in 
each batch. Therefore, each normalized feature produced by 
Batch Normalization layer is no longer a deterministic value 
for each input feature. This effect facilitates the 
generalization of the deep networks, speeds up the training 
and reduces overfitting in experiments. The Max Pooling 
layer makes the features robust against noise and distortion. 
It divides the input into a set of non-overlapping regions and 
outputs the maximum value of each such sub-region. The 
top layer of this architecture is Softmax classifier, which is 
utilized to recognize the emotion according to the learned 
features [18]. The model gets the input in the form of 
training data and produces predicted emotion as output with 
the test data. 

III. EXPERIMENTATION 

Five experiments have been carried out. For all the 
experiments, there are two modules of CNN, that is, training 
and testing, in which the total data samples are divided. In 
this proposed methodology, 720 speech signals are used for 
training phase, and 180 speech signals are used for testing 
phase. Features as listed in table III are extracted during the 
feature extraction phase. After this, the relevant features are 
selected by feature selection algorithm. Four feature 
selection algorithms are implemented on the set of extracted 
features shown in table III. Table IV gives the details of 
experiments done. 

TABLE IV 
EXPERIMENTS PERFORMED 

Experiment Feature Selection Algorithm Used 
1 NIL (Without Feature Selection 

Algorithm) 
2 t-statistics 
3 ANOVA 
4 RFE 
5 LASSO 

 
The first experiment doesn’t incorporate any feature 
selection algorithm. It involves feature extraction phase, and 
then classification process. In this experiment, there are 
maximum number of features, as listed in table III, which 
are fed to CNN. All other experiments involve the use of a 
feature selection algorithm as listed in table IV. t-statistics, 
ANOVA, RFE and LASSO are used in experiments 2,3,4 
and 5 respectively. All of these 4 methods select 360 
features, out of 523, to be further used in SER process. They 
remove the redundant features from the set, and create a 
subset, which they feel is the most suitable one. Table V 
elaborates the features selected and their number of 
attributes by t-statistics, ANOVA, RFE and LASSO 
respectively. 
 

TABLE V 
FEATURES SELECTED BY FEATURE SELECTION ALGORITHMS 

Feature Number of Attributes 
t-statistics ANOVA RFE LASSO 

Pitch 180 91 150 135 
Mel Spectrogram 71 128 70 78 
MFCC (Mel 
Frequency Cepstral 
Coefficient) 

60 79 110 112 

LPCC (Linear 
Predictive Cepstral 
Coefficients) 

11 8 3 4 

PLP (Perceptual 2 8 2 4 

Linear Prediction) 
Chroma 12 11 3 4 
Formant 7 6 3 2 
Contrast 7 5 7 7 
Tonnetz 0 4 4 5 
Shimmer 2 6 1 2 
Jitter 0 5 1 1 
Energy 1 4 1 2 
Entropy 4 2 2 1 
Duration 1 1 1 1 
Harmonic 1 1 1 1 
ZCR (Zero Crossing 
Rate) 

1 1 1 1 

 
The statistical measurements of accuracy, precision, recall, 
F1-score are used to examine efficacy of the proposed 
model. This SER is developed to recognize the six emotion 
classes, such as anger, happy, sad, surprise, fear and neutral. 
The experimental results on PESD by proposed model for 
various feature selection algorithms are shown in table VI. 

TABLE VI 
EXPERIMENTAL RESULTS 

 
 
The results can be visualized in graphical form also as 
shown in figure 3. It can be observed from the results that 
the system performance is certainly improved by RFE and 
LASSO methods. In experiment 1, there is no feature 
selection method used and the classifier has worked on 
complete set of 523 features, generating an accuracy of 
79.3%. In experiments 2 and 3, filter methods are used, 
namely, t-statistics and ANOVA. But they do not improve 
the SER performance, with accuracy of 71.26% and 74.1% 
respectively. The reason for reduction of SER performance 
is the drawback of filter methods to overlook the 
correlations between characteristics, and being traditional 
methods, they are not more specific to SER as compared to 
more advantageous wrapper and embedded methods. The 
experiments 4 and 5 have used wrapper method RFE and 
embedded method LASSO. They perform better than the 
filter-based methods and have also improved the recognition 
rate of system with accuracy of 80.5% for RFE and 81% for 
LASSO. 
 

 
Fig. 3: Experimental Results 

EXPERIMENT FEATURE 
SELECTION 

ALGORITHM 
USED 

PRECISION RECALL F1-SCORE ACCURACY 

1 NIL 79.6 79.3 79.0 79.3 
2 T-STATISTICS 71.4 71.2 71.2 71.26 
3 ANOVA 74.5 73.8 74.3 74.1 
4 RFE 81 80.2 80 80.5 
5 LASSO 82 81 81.29 81 
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IV. CONCLUSION & FUTURE SCOPE 

Feature extraction and selection are important steps in SER. 
We have focused on the importance of feature selection 
algorithm in SER methodology. Experiments are conducted 
to illustrate the impact of feature selection on SER. It is 
found that the total number of features extracted by the 
system without feature selection method is 523. Each of the 
four feature selection methods used in experiments, have 
selected 360 features. The distribution of features before and 
after feature selection is shown in tables III and V 
respectively. It can be seen in table V that the selection of 
features is completely dependent upon the algorithm used. 
Some method is giving more importance to one function and 
other algorithm is considering some other function as most 
important. The precision, recall, f1-score and accuracy 
values are given in table VI and also illustrated in the form 
of graph in figure 3. Maximum accuracy is found in case of 
embedded method LASSO, which outperforms the wrapper 
method RFE. These two methods improve the SER results 
and filter methods ANOVA and t-statistics have no impact 
on improvement of recognition rate of the system due to 
their traditional approach. 
This research work can be further extended by exploring 
some more or hybrid feature selection technique, so as to 
improve the system performance more. The classifier model 
can be further improved by using some hybrid model with 
LSTM and CNN, or implementing 2D-CNN. 
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